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Abstract
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1. Introduction

Let \( \{X_n\} \) be stationary uniform mixing process, then \( X_n \)'s have the same probability density function (p.d.f.) \( f(x) \) and the distribution function (d.f.) \( F(x) \). Let \( K(u) \) be a known symmetric p.d.f. satisfying the following condition

\[
\sup_u K(u) < \infty \quad \text{and} \quad \lim_{|u| \to \infty} |u| K(u) = 0 \tag{1.1}
\]

Also, let \( \{a_n\} \) be a sequence of real numbers such that

\[
a_n \to 0 \quad \text{as} \quad n \to \infty \tag{1.2}
\]

Based on the first \( n \) observations an estimate of \( f(x) \) is given by

\[
f_n(x) = \frac{1}{n a_n} \sum_{j=1}^{n} \frac{x - X_j}{a_n} \tag{1.3}
\]

Among many applications of the density estimates, we shall single out four areas. First, we shall estimate the d.f. \( F(x) \). As an approximation to \( F(x) \) based on the first \( n \) observations, we take the statistic

\[
F_n(x) = \int_{-\infty}^{\infty} f_n(t) dt \tag{1.4}
\]

where \( f_n(x) \) is defined by (1.3). In Section 2, consistency, uniform consistency, and asymptotic normality of \( F_n(x) \) will be studied for uniform mixing sequences.
Second, we estimate the p-th order quantile of $F(x)$. For $0 < p < 1$, the p-th quantile of $F(x)$ is a root of the equation

$$F(\hat{\xi}_p) = p$$

(1.5)

We assume that it is unique. An obvious estimate for it is the sample p-th quantile, that is, a root of the equation

$$F_n(\hat{\xi}_p) = p$$

(1.6)

In Section 3, weak consistency and asymptotic normality of $\hat{\xi}_p$ are established under the uniform mixing condition. The results of $F_n(x)$ and $\hat{\xi}_p$ are extensions of Nadarya [11]. Third, we shall study an estimate of the failure rate function $r(x)$. The failure rate is given by

$$r(x) = \frac{f(x)}{1 - F(x)}$$

(1.7)

for all $x$ such that $F(x) < 1$. Using $f_n(x)$ and $F_n(x)$ given by (1.3) and (1.4), respectively, we estimate $r(x)$ by

$$r_n(x) = \frac{f_n(x)}{1 - F_n(x)}$$

(1.8)

In Section 4, we shall study the uniform consistency and the asymptotic normality of $r_n(x)$.

Finally, we shall study an estimate of the function
\[ e(F) = \int \gamma(x) f^2(x) \, dx \quad (1.9) \]

where \( \gamma(x) \) is measurable function. In Section 5, weak and strong consistency of the estimate

\[ e_n(F) = \int \gamma(x) f_n^2(x) \, dx \quad (1.10) \]

will be established under the uniform mixing condition.

2. Preliminaries

Let \( \{X_n\} \) be a stationary sequence of random variable defined on a probability space \((\Omega, B, P)\). For \( a \leq b \) define \( \sigma(a, b) \) as the \( \sigma \)-field generated by the random variables \( X_a, \ldots, X_b \) and define \( \sigma(a, \infty) \) as the \( \sigma \)-field generated by \( X_a, X_{a+1}, \ldots, \).

We shall say that the sequence \( \{X_n\} \) is uniform mixing if, for each \( m (m \geq 1) \) and for each \( n (n \geq 1) \), \( A \in \sigma(1, m) \) and \( B \in \sigma(m+n, \infty) \) together imply that

\[ |P(AB) - P(A)P(B)| \leq \alpha(n)P(A) \quad (2.1) \]

where \( \alpha(n), \ n = 1, 2, \ldots \) is a nonnegative function of integers such that

\[ \lim_{n \to \infty} \alpha(n) = 0 \quad (2.2) \]

The following Lemmas will play a central role in this paper.
Lemma 2.1. Let \( \{X_n\} \) be a uniform mixing stationary sequence and let the random variables \( \eta_1 \) and \( \eta_2 \) be measurable with respect to \( \sigma(1, m) \) and \( \sigma(m+n, \infty) \), respectively.

(a) \( p > 1, q > 1 \), are two real numbers such that \( \frac{1}{p} + \frac{1}{q} = 1 \), and if 
\[ E|\eta_1|^p < \infty \quad \text{and} \quad E|\eta_2|^q < \infty, \]
then
\[ |E[\eta_1 \eta_2] - E[\eta_1]E[\eta_2]| \leq 2\alpha(n)E|\eta_1|^{p/2}E|\eta_2|^{q/2} \]  \hspace{1cm} (2.3)

(b) If \( |\eta_i| \leq c_i < \infty \) a.s., \( i = 1, 2 \), then
\[ |E[\eta_1 \eta_2] - E[\eta_1]E[\eta_2]| \leq 2\alpha(n)c_1c_2 \]  \hspace{1cm} (2.4)

Proof. Can be found in [5], pp. 170-171.

Lemma 2.2 (Asymptotic Unbiasedness). Let \( \{X_n\} \) be a stationary sequence, and let \( f_n(x) \) be given by (1.3). Suppose \( \chi(y) \) satisfies condition (1.1) and the constants \( a_n \) satisfy (1.2). If \( f(x) \) is continuous, then at all points \( x \)

\[ \lim_{x \to \infty} E \chi f_n(x) = f(x) \]

Lemma 2.3. Let \( \{X_n\} \) be a stationary sequence of r.v.'s which satisfies the uniform mixing condition and let \( f_n(x) \) be defined as in (1.3). Suppose that the following conditions hold:

(i) \( f(x) \) is continuous and bounded,

(ii) \( \sum_{j=1}^{\infty} \alpha_k(j) < \infty \),
(iii) $K(u)$ satisfies condition (1.1).

(iv) the constants $a_n$ satisfy (1.2), and

(v) $f_j(x, y)$ [the joint density of $X_1$ and $X_j$, $j = 2, 3, \ldots$ are continuous and bounded.] and $\sum_{j \neq 1} |f_j(x, y) - f(x)f(y)| < \infty \quad \forall x$ and $y$.

Then at all points $x$ and $y$

$$\lim_{n \to \infty} n a_n \text{ Cov}[f_n(x), f_n(y)] = \begin{cases} f(x) K^2(z) dz & \text{if } x = y \\ 0 & \text{if } x \neq y \end{cases}$$

Lemma 2.4. Assume \{X_n\} is a sequence of stationary r.v.'s satisfying the uniform mixing condition and let $f_n(x)$ be defined as in (1.3). Assume that the following conditions hold:

(i) $f(x)$ is uniformly continuous,

(ii) the constants $a_n$ satisfy (1.2), and

$$\lim_{n \to \infty} n a_n^2 = \infty$$

(iii) $\int |k(t)| dt < \infty$, and

(iv) $\sum_{j=1}^{\infty} \alpha(j) < \infty$.

Then

$$\sup_{-\infty < x < \infty} |f_n(x) - f(x)| \xrightarrow{p} 0 \quad \text{as } n \to \infty$$

Lemma 2.5. Assume that \{X_n\} is a sequence of stationary r.v.'s which satisfies the uniform mixing condition and let $f_n(x)$ be defined as in (1.3). Suppose that the following conditions hold:
(i) $f(x)$ is uniformly continuous,

(ii) The constants $a_n$ satisfy (1.2), and
\[
\sum_{n=1}^{\infty} \frac{1}{(na_n^2)^2} < \infty,
\]

(iii) $\int |k(t)| dt < \infty$, and

(iv) $\sum_{j=1}^{\infty} \alpha^k(j) < \infty$

Then
\[
\sup_{-\infty < x < \infty} |f_n(x) - f(x)| \xrightarrow{W.P.1} 0 \quad (\text{as } n \to \infty)
\]

\textbf{Theorem 2.6.} Assume that the conditions of Lemma 2.3 are satisfied. Suppose that the following conditions hold:

(i) $\lim_{n \to \infty} na_n = \infty$,

(ii) for any pair of sequence $m = m(n)$, $r = r(n)$, such that $m, r \to \infty$ as $n \to \infty$ but $m = o(n^{1/3}a_n^{-2/3})$, $r = o(m(n))$, and $\lim_{n \to \infty} n^{-1} \alpha(r) = 0$, and

(iii) the joint density functions up to the fourth order are bounded and continuous.

If $f_n(x)$ is defined as in (1.3), then for any $\ell \geq 1$, and any points $x_i$, $i = 1, \ldots, \ell$,

\[
\sqrt{na_n} \left[ f_n(x_i) - E f_n(x_i) \right] \quad (i = 1, \ldots, \ell)
\]
(x_i\text{ are distinct}) are asymptotically normal and independent with mean zero and variances given by
\[ f(x_i) \int k^2(z) dz \quad (i = 1, \ldots, k) \]

Proofs of the above results can be found in [1].

3. Estimation of the Distribution Function \( F(x) \)

The following theorem will play the central role in studying the asymptotic unbiasedness and the weak consistency of \( F_n(x) \). This kind of consistency presented in the next theorem is known as the integrated consistency of \( f_n(x) \).

**Theorem 3.1.** Assume the following conditions hold:

(i) \( f(x) \) is continuous and bounded,

(ii) \( \sum_{j=1}^{\infty} a^j_k(j) < \infty \),

(iii) \( k \) satisfies condition (1.1),

(iv) the constants \( a_n \) satisfy (1.2) and
\[ \lim_{n \to \infty} na_n = \infty, \quad \text{and} \]

(v) \( f_j(x, y) \) [the joint density of \( X_1 \) and \( X_j \), \( j = 2, 3, \ldots \)] are continuous and bounded, then
\[
\lim_{n \to \infty} E\int |f_n(x) - f(x)| \, dx = 0 \tag{3.1}
\]

**Proof.** Note that from Lemma 2.2

\[
E f_n(x) + f(x) \quad \text{as} \quad n \to \infty \quad \text{at all points} \quad x \tag{3.2}
\]

and

\[
\int E f_n(x) \, dx = \int \left[ \frac{1}{a_n^2} K\left( \frac{x - y}{a_n} \right) \right] f(y) \, dy \, dx \\
= \int K(z) f(x - a_n z) \, dz \, dx = 1
\tag{3.3}
\]

Also

\[
|E f_n(x) - f(x)| \leq E f_n(x) + f(x)
\]

which is integrable and converges to the integrable function \(2f(x)\) as \(n \to \infty\) by (2.2) and (2.3). Hence by Lebesgue's Dominated Convergence Theorem (LDCT), we have

\[
\int |E f_n(x) - f(x)| \, dx \to 0 \quad \text{as} \quad n \to \infty \tag{3.4}
\]

Next, note that by Schwartz's inequality and Lemma 2.3, we have

\[
E|f_n(x) - E f_n(x)| \leq [\text{Var} \ f_n(x)]^{\frac{1}{2}} \to 0 \quad \text{as} \quad n \to \infty
\]

Also note that

\[
E|f_n(x) - E f_n(x)| \leq 2E f_n(x)
\]
which is integrable and converges to integrable function \(2f(x)\) as \(n \to \infty\) by (3.2) and (3.3).

From Fubini's Theorem and LDCT, we have

\[
E \left| f_n(x) - E f_n(x) \right| dx = \int E \left| f_n(x) - E f_n(x) \right| dx + 0 \quad \text{as} \quad n \to \infty \quad (3.5)
\]

Now, from (3.4) and (3.5), and the inequality

\[
E \int |f_n(x) - f(x)| dx \leq E \int |f_n(x) - E f_n(x)| dx
\]

\[
+ \int |E f_n(x) - f(x)| dx
\]

the theorem is true.

Next, we discuss the asymptotic unbiasedness and the weak consistency of \(F_n(x)\).

**Theorem 3.2.** Let \(\{X_n\}\) be a sequence of stationary r.v.'s satisfying the uniform mixing condition and let \(F_n(x)\) be defined as in (1.4). Assume that the following conditions hold:

(i) \(f(x)\) is continuous and bounded,

(ii) \(\sum_{j=1}^{\infty} a(j) < \infty\),

(iii) \(k(y)\) satisfies (1.1), and

(iv) the constants \(a_n\) satisfy (1.2).
Then at all points $x$

$$\lim_{n \to \infty} E F_n(x) = F(x), \quad (3.6)$$

$$\lim \text{Var} F_n(x) = 0 \quad (3.7)$$

and

$$F_n(x) \xrightarrow{p} F(x) \quad (\text{as } n \to \infty) \quad (3.8)$$

**Proof.** The first part of the theorem follows immediately from the following inequality and (2.4).

$$|E F_n(x) - F(x)| \leq \int_{-\infty}^{x} |E f_n(t) - f(t)| dt \leq \int |E f_n(t) - f(t)| dt \to 0 \quad \text{as } n \to \infty$$

Next, we compute the variance of $F_n(x)$. By stationarity

$$\text{Var} F_n(x) = \frac{1}{n a_n^2} \text{Var}\left[\int_{-\infty}^{x} K\left(\frac{t - X_1}{a_n}\right) dt\right]$$

$$+ \frac{1}{n^2 a_n^2} \sum_{j=2}^{n} (n-j+1) \text{Cov}\left[\int_{-\infty}^{x} K\left(\frac{t - X_j}{a_n}\right) dt, \int_{-\infty}^{x} K\left(\frac{t - X_1}{a_n}\right) dt\right] \quad (3.9)$$

$$= I_{n1} + I_{n2}$$

Consider $I_{n1}$ then
\[
\frac{1}{a_n^2} \left[ \text{Var} \left[ \int_{-\infty}^{x} K \left( \frac{t - X_i}{a_n} \right) dt \right] \right] = \int_{-\infty}^{\frac{x-y}{a_n}} K(t) dt \right]^2 f(y) dy \\
= \int_{-\infty}^{\frac{x-y}{a_n}} K(t) dt \right] f(y) dy] \right]^2
\]

Since \[ \int_{-\infty}^{\frac{x-y}{a_n}} K(t) dt \right] f(y) \] converges to \( I(x - y)f(y) \) which is an integrable function, where \( r = 1,2, \) and

\[
I(x - y) = \begin{cases} 
0 & \text{if } x < y \\
1 & \text{if } x \geq y
\end{cases}
\]

then by Lebesgue Dominated Convergence Theorem, we have

\[
I_{n_1} = \frac{1}{n} \int I(x - y)f(y)dy - \frac{1}{n} \int I(x - y)f(y)dy]^2 \\
= F(x)(1 - F(x)) \tag{3.10}
\]

Consider \( I_{n_1} \) then

\[
\frac{1}{a_n^2} \text{Cov} \left[ \int_{-\infty}^{x} K \left( \frac{t - X_i}{a_n} \right) dt, \int_{-\infty}^{X} K \left( \frac{t - X_i}{a_n} \right) dt \right] \\
= \text{Cov} \left[ K^* \left( \frac{x - X_i}{a_n} \right), K^* \left( \frac{x - X_i}{a_n}, \right) \right] \tag{3.11}
\]

where \( K^*(x) = \int_{-\infty}^{x} K(t) dt \)

But \[ K^* \left( \frac{x - X_i}{a_n} \right) \leq 1 \]
Then from Lemma 2.1, $I_{n_2}$ without $1/n$ will be bounded, i.e.,

\[
\frac{1}{n} \sum_{j=2}^{n} (n - j + 1) \text{Cov}[K^*(\frac{x - X_1}{a_n}), K^*(\frac{x - X_1}{a_n})] \leq \sum_{j=2}^{n} \text{Cov}[K^*(\frac{x - X_1}{a_n}), K^*(\frac{x - X_1}{a_n})] \\
\leq 2 \sum_{j=1}^{\infty} \alpha(j)
\]

(3.12)

From (3.9) - (3.12), we have

\[
\lim_{n \to \infty} \text{Var}[F_n(x)] = 0 \quad \text{at all points } x
\]

and

\[
\lim_{n \to \infty} n \text{Var } F_n(x) < \infty \quad \text{at all points } x
\]

From (3.6) and (3.7), it follows that

\[
E[F_n(x) - F(x)]^2 = \text{Var } F_n(x) + [EF_n(x) - F(x)]^2 \to 0 \text{ as } n \to \infty
\]

(3.13)

From (3.13) and Markov's inequality, it follows that

\[
F_n(x) \to^P F(x) \quad \text{at all points } x \quad (n \to \infty)
\]

Next, we discuss the uniform convergence of $F_n(x)$.

**Theorem 3.3.** Assume that the conditions of Lemma 2.5 hold. Then
\begin{equation}
\sup_{-\infty < x < \infty} |F_n(x) - F(x)| \xrightarrow{W.P.1} F(x) \quad \text{as } n \to \infty \tag{3.14}
\end{equation}

**Proof.** It is divided into three steps:

(1) We have to show that
\begin{equation}
f_n(x) \xrightarrow{W.P.1} f(x) \quad \text{at all points } x \text{ as } n \to \infty \tag{3.15}
\end{equation}

This follows from Lemma 2.5 and the inequality
\[
|f_n(x) - f(x)| \leq \sup_{-\infty < x < \infty} |f_n(x) - f(x)|
\]

(2) We have to show that
\begin{equation}
F_n(x) \xrightarrow{W.P.1} F(x) \quad \text{at all points } x \text{ as } n \to \infty \tag{3.16}
\end{equation}

It follows from (3.15) and Lebesgue Dominated Convergence Theorem
\begin{equation}
|F_n(x) - F(x)| = \left| \int_{-\infty}^{x} [f_n(t) - f(t)] \, dt \right| \leq \int_{-\infty}^{x} |f_n(t) - f(t)| \, dt \tag{3.17}
\end{equation}

\[
\leq \int |f_n(t) - f(t)| \, dt \to 0 \quad \text{as } n \to \infty
\]

(3) Use (3.17) and proceed exactly as in the proof of Glivenko-Cantelli Lemma (See Loéve, [10], p.20).

The remainder of this section will be devoted to the study of the asymptotic normality of the estimate \( F_n(x) \).
Theorem 3.4. Assume conditions of Theorem 3.2 are satisfied. Then if $\text{Var } F_n(x) > 0$

$$\frac{[F_n(x) - E F_n(x)]}{\sqrt{\text{Var } F_n(x)}} \xrightarrow{D} N(0, 1) \quad \text{as } n \to \infty \quad (3.18)$$

Proof. Let

$$z_j = K^*(\frac{x - X_j}{a_n}) - E K^*(\frac{x - X_j}{a_n}) \quad (3.19)$$

where $K^*(y)$ is defined as in (3.11)

Notice that

$$P[|z_j| \leq 1] = 1 \quad \text{for } j = 1, 2, \ldots, n \quad (3.20)$$

From (3.19) and Theorem 18.5.4 of Ibragimov and Linnik [9], it follows that (3.18) is true.

4. Estimation of the Distribution Quantiles

Let $\xi_p$ and $\hat{\xi}_p$ be defined as in (1.5) and (1.6), respectively, where $0 < p < 1$. We assume $\xi_p$ to be unique. In the present section two properties of $\hat{\xi}_p$ will be established. Namely, consistency in the probability sense, and asymptotic normality. The first of these results is the following theorem.

Theorem 4.1. Assume that the conditions of Lemma 2.5 hold.
Then
\[ \hat{\xi}_p \overset{P}{\rightarrow} \xi_p \quad \text{as} \quad n \to \infty \quad 0 < p < 1 \quad (4.1) \]

**Proof.** For \( \varepsilon > 0 \), define \( \delta(\varepsilon) \) by
\[ \delta(\varepsilon) = \min\{F(\xi_p + \varepsilon) - F(\xi_p), F(\xi_p) - F(\xi_p - \varepsilon)\} \quad (4.2) \]

Then \( \delta(\varepsilon) \) is positive because of the uniqueness of \( \xi_p \). Next
\[ |F(\hat{\xi}_p) - F(\xi_p)| = |F(\hat{\xi}_p) - F_n(\hat{\xi}_p)| \]
\[ \leq \sup_{-\infty < \xi < \infty} |F_n(x) - F(x)| \quad (4.3) \]

While from the definition of \( \delta(\varepsilon) \) it follows that
\[ \{|\hat{\xi}_p - \xi_p| > \varepsilon\} \subseteq \{|F(\hat{\xi}_p) - F(\xi_p)| > \delta(\varepsilon)\} \quad (4.4) \]
Therefore,
\[ P(|\hat{\xi}_p - \xi_p| > \varepsilon) \leq P(|F(\hat{\xi}_p) - F(\xi_p)| > \delta(\varepsilon)) \quad (4.5) \]
\[ \leq P\left( \sup_{-\infty < \xi < \infty} |F_n(x) - F(x)| > \delta(\varepsilon) \right) \]

where \( \sup_{-\infty < \xi < \infty} |F_n(x) - F(x)| \to 0 \) in probability by Theorem 3.3. From (4.5),
it then follows that
\[ P(|\hat{\xi}_p - \xi_p| > \varepsilon) \to 0 \quad \text{as} \quad n \to \infty \quad (4.6) \]
Thus, the consistency of the estimate $\hat{\xi}_p$ has been proved.

The proof of the asymptotic normality is much more involved. Some preliminary results will facilitate it. Applying Taylor's expansion to $F_n(\xi)$, we get

$$P = F(\xi) = F_n(\hat{\xi}_p) = F_n(\xi_p) + (\hat{\xi}_p - \xi_p)f_n(\xi)$$

(4.7)

where $\xi$ is some random point between $\hat{\xi}_p$ and $\xi_p$. From (4.7) we obtain

$$\frac{f(\xi_p)(\hat{\xi}_p - \xi_p)}{\sqrt{\text{Var } F_n(\xi_p)}} = -\left\{\frac{F_n(\xi_p) - E F_n(\xi_p)}{\sqrt{\text{Var } F_n(\xi_p)}} \frac{f(\xi_p)}{f_n(\xi)}\right\}$$

$$-\left\{\frac{E F_n(\xi_p) - F(\xi_p)}{\sqrt{\text{Var } F_n(\xi_p)}} \frac{f(\xi_p)}{f_n(\xi)}\right\}$$

(4.8)

If we can show the following:

(i) $f_n(\xi) \rightarrow f(\xi_p)$ in probability as $n \rightarrow \infty$

(ii) $\left\{\frac{F_n(\xi_p) - E F_n(\xi_p)}{\sqrt{\text{Var } F_n(\xi_p)}} \frac{f(\xi_p)}{f_n(\xi)}\right\} \rightarrow 0$ in probability as $n \rightarrow \infty$

then

$$\frac{f(\xi_p)(\hat{\xi}_p - \xi_p)}{\sqrt{\text{Var } F_n(\hat{\xi}_p)}} \quad \text{and} \quad \frac{F_n(\xi_p) - E F_n(\xi_p)}{\sqrt{\text{Var } F_n(\hat{\xi}_p)}}$$

will have the same limiting distribution.

Theorem 4.2. Assume that the conditions of Lemma 2.4 and Theorem 4.1 are satisfied. Assume that the following conditions hold:
(i) $K(y)$ is symmetric and $\int y^2 K(y) dy < \infty$, \hspace{1cm} (4.10)

(ii) $n a_n^* \to 0$ as $n \to \infty$, and \hspace{1cm} (4.11)

(iii) $F(x)$ has a bounded second derivative.

Then

\[
\frac{f(\hat{c}_p)(\hat{c}_p - c_p)}{\operatorname{Var} F_n(c_p)} \xrightarrow{D} N(0, 1) \quad \text{as} \quad n \to \infty
\]

Proof. First, we have to show that

\[
f_n(c) - f(c_p) \quad \text{in probability as} \quad n \to \infty \quad \text{(4.12)}
\]

\[
|f_n(c) - f(c_p)| \leq |f_n(c) - f(c)| + |f(c) - f(c_p)|
\]

\[
\leq \sup_{|x| \leq \infty} |f_n(x) - f(x)| + |f(c) - f(c_p)|
\]

Now, from Lemma 2.4, $\sup_{|x| \leq \infty} |f_n(x) - f(x)| \to 0$ in probability and also $|f(c) - f(c_p)| \to 0$ in probability because $f(x)$ is continuous and $c \to c_p$ in probability, hence (4.12) follows.

Next, we show that

\[
\sqrt{n} \left[ E F_n(x) - F(x) \right] \to 0 \quad \text{as} \quad n \to \infty \quad \text{(4.14)}
\]

Using Taylor's expansion, we have

\[
\sqrt{n} \left[ E F_n(x) - F(x) \right] = \sqrt{n} \left[ \int_{-\infty}^{X} \frac{1}{a_n} K\left( \frac{t-y}{a_n} \right) f(y) \, dy \, dt - F(x) \right]
\]
\[ = \sqrt{n} \left\{ \int \left[ F(x - a_n y) - F(x) \right] K(y) dy \right\} \]

\[ = \sqrt{n} \left\{ \int a_n y F'(x) K(y) + \frac{a_n^2}{2} F''(x) y^2 K(y) \right\} dy \]

It follows from (4.15) and conditions (i) to (iii) that

\[ \sqrt{n} \left[ E F_n(x) - F(x) \right] = \sqrt{n} \frac{a_n^2}{2} \left\{ F'(x) \int y^2 K(y) dy \right\} \to 0 \quad \text{as n} \to \infty \]

We conclude from (4.12), (4.14) and (3.7) that

\[ \frac{[E F_n(\xi_p) - F(\xi_p)] f(\xi_p)}{\sqrt{\text{Var } F_n(\hat{\xi}_p) f_n(\xi)}} \to 0 \quad \text{in probability} \quad (4.16) \]

From (4.8), (4.12), (4.16), and Theorem (3.4), it then follows that

\[ \frac{f(\xi_p)(\hat{\xi}_p - \xi)}{\sqrt{\text{Var } F_n(\hat{\xi}_p)}} \overset{D}{\to} N(0, 1) \]

5. Estimation of Failure Rate Function

Results of Sections 2 and 3 will be utilized here to study the asymptotic properties of \( r_n(x) \) proposed in (1.8). In particular, the pointwise consistency, strong uniform consistency and asymptotic normality of \( r_n(x) \) will be established.

Theorem 5.1. Assume that the conditions of Lemma 2.5 hold. Then at all points \( x \)
\[ r_n(x) \xrightarrow{W.P.1} r(x) \quad \text{as } n \to \infty \quad (5.1) \]

**Proof.** This follows immediately from (3.15) and (3.16) and using a well-known convergence theorem see Cramer [6], p.254.

**Theorem 5.2.** Assume that \( \{X_n\} \) is a sequence of stationary r.v.'s which satisfies the uniform mixing condition and let \( r_n(x) \) be defined as in (1.8). Suppose that the following conditions hold:

(i) \( f(x) \) is uniformly continuous on \([a, b], \ -\infty < a < b < \infty \), and \( F(b) = [1 - F(b)] > 0 \), and

(ii) conditions (ii) - (iv) of Lemma 2.5.

Then

\[ \sup_{a < x < b} |r_n(x) - r(x)| \xrightarrow{W.P.1} 0 \quad \text{as } n \to \infty \quad (5.2) \]

**Proof.** Define \( F_n(x) = 1 - F_n(x) \).

Note that \( F(b) \leq F(x) \leq F(a) \) and \( F_n(b) \leq F_n(x) \leq F_n(a) \) for all \( x \in [a,b] \). Now,

\[ \sup_{a < x < b} |r_n(x) - r(x)| = \sup_{a < x < b} \left| \frac{f_n(x) - f(x)}{F_n(x) - F(x)} \right| \]

\[ = \sup_{a < x < b} \left| \frac{f_n(x)}{F_n(x)} - \frac{f_n(x)}{F(x)} + \frac{f_n(x)}{F(x)} - \frac{f(x)}{F(x)} \right| \]

\[ \leq \sup_{a < x < b} \left| \frac{1}{F_n(x)} - \frac{1}{F(x)} \right| + \sup_{a < x < b} |f_n(x) - f(x)| \left| \frac{1}{F(x)} \right| \]

\[ = I_{n_1} + I_{n_2} \]
where

\[ I_{n_1} = \sup_{a < x < b} f_n(x) |F_n(x) - F(x)| \frac{1}{F_n(x) F(x)} \]

\[ \leq \frac{1}{F_n(b) F(b)} \sup_{a < x < b} f_n(x) \sup_{a < x < b} |F_n(x) - F(x)| \]  \hspace{1cm} (5.4)

which converges to 0 W.P.1 as \( n \to \infty \) by Theorem 3.3 and the fact that \( \sup_{-\infty < x < \infty} |K(x)| < \infty \). Finally, for \( I_{n_2} \) note that

\[ I_{n_2} \leq \frac{1}{F(b)} \sup_{a < x < b} |f_n(x) - f(x)| \]  \hspace{1cm} (5.5)

which converges to 0 W.P.1 as \( n \to \infty \) by Lemma 2.5. The proof of the theorem is now complete.

In the next theorem we will establish the asymptotic normality of \( r_n(x) \).

\textbf{Theorem 5.3.} Assume that the conditions of Theorem 2.6 are satisfied. If the following conditions hold:

(i) \( K(y) \) is symmetric and \( \int y^2 K(y) dy < \infty \)

(ii) \( na_n^p \to \infty \) as \( n \to \infty \)

(iii) \( f(x) \) has a bounded second derivative, and

(iv) \( \int y^2 K(y) dy < \infty \), then

\[ Z_n = \sqrt{n} a_n^{-1} [r_n(x) - r(x) F(x)] \]  \hspace{1cm} (5.6)
is asymptotically normal with mean zero and variance given by

$$f(x) \int k^2(z) dz$$  \hspace{1cm} (5.7)

**Proof.** Following the proof of Theorem 7 of Watson and Leadbetter [13], we get

$$Z_n = \{F(x)[r_n(x) - \frac{E f_n(x)}{F_n(x)}] - \frac{E f_n(x)}{F_n(x)}[F_n(x) - F(x)]
+ [E f_n(x) - f(x)] \sqrt{n a_n}\} \hspace{1cm} (5.8)$$

$$= I_{n_1} + I_{n_2} + I_{n_3}$$

By Theorem 2.6, we have

$$\sqrt{n a_n} [f_n(x) - E f_n(x)] \hspace{1cm} (5.9)$$

converges to normal distribution, and the fact that

$$F_n(x) \xrightarrow{P} F(x) \quad \text{as} \quad n \to \infty \hspace{1cm} (5.10)$$

Combining (5.9) and (5.10) and using a well-known convergence theorem [see Cramer [6], p.254], we get that

$$I_{n_1} \xrightarrow{D} N(0, f(x) \int k^2(z) dz) \hspace{1cm} (5.11)$$

From Theorem 3.2, we have
\[ [F_n(x) - F(x)] = O_p(n^{-b}) \]  

(5.12)

where \( O_p(\cdot) \) denotes "bounded in probability." From (5.12) and Lemma 2.2, we get

\[ I_{n_2} \xrightarrow{P} 0 \quad \text{as} \quad n \to \infty \]  

(5.13)

Consider \( I_{n_3} \), then from conditions (i) - (iii)

\[ I_{n_3} = \sqrt{n\alpha_n} [E f_n(x) - f(x)] \]

\[ = \sqrt{n\alpha_n} \left[ \frac{1}{\alpha_n} k(x - \frac{\alpha_n}{\alpha_n} y) f(y)dy - f(x) \right] \]

\[ = \sqrt{n\alpha_n} \left[ \int \left[ f(x - \alpha_n y) - f(x) \right] K(y)dy \right] \]

\[ = \sqrt{n\alpha_n} \left[ f(2)(x^*) \int y^2 K(y)dy \right] \to 0 \quad \text{as} \quad n \to \infty \]

where \( x^* \) is between \( x - \alpha_n y \) and \( x \).

6. **Estimation of the Functional** \( \int y(x)f^2(x)dx \)

The functional \( \theta(F) = \int y(x)f^2(x)dx \) plays an important role in the studies of asymptotic relative efficiencies for various rank test statistics. For practical purposes, it is desirable to provide a consistent estimate for \( \theta(F) \).

In this section we shall show that the estimate
is asymptotically unbiased, weakly and strongly consistent.

**Theorem 6.1.** Let \( \{X_j\} \) be a stationary sequence of r.v.'s satisfying the uniform mixing condition. Assume that the following condition hold:

(i) \( K(x) \) satisfies (1.1)

(ii) \( f(x) \) is continuous,

(iii) \( \sum_{j=1}^{\infty} \alpha_j^2(x) < \infty \), and

(iv) the constants \( a_n \) satisfy (1.2) and \( \lim_{n \to \infty} n a_n = \infty \)

(v) \( \int g(x) f(x) \, dx < \infty \), \( \int g(x) K^2(x) \, dx < \infty \)

Then

\[
\lim_{n \to \infty} E \theta_n(F) = \theta(F)
\]

**Proof.** By stationarity, we have

\[
E \theta_n(F) = E \int g(x) f_n^2(x) \, dx = \frac{1}{n a_n^2} E \left[ \int g(x) K^2 \left( \frac{x - X_1}{a_n} \right) \, dx \right] + \frac{1}{n^2 a_n^2} \sum_{j=2}^{n} (n - j + 1) \int g(x) K \left( \frac{x - X_1}{a_n} \right) K \left( \frac{x - X_j}{a_n} \right) \, dx
\]

\[
= I_{n_1} + I_{n_2}
\]

By Fubini's Theorem, we have
\[
I_{n_1} = \frac{1}{n a_n^2} \iint \gamma(x) K^2 \left( \frac{x - y}{a_n} \right) f(y) \, dy \, dx
\]
(6.4)
\[
= \frac{1}{n a_n} \int \gamma(x) K^2(z) f(x - a_n z) \, dx \, dz
\]

Applying Lemma 3.2 in [1], we will have
\[
\int K^2(z) f(x - a_n z) \, dz = f(x) \int K^2(z) \, dz
\]
(6.5)

It follows from (6.4) and (6.5) and the fact that \( \int \gamma(x) f(x) \, dx \) and \( \int K^2(z) \, dz \) are finite,
\[
I_{n_1} = \frac{1}{n a_n} \iint \gamma(x) f(x) K^2(z) \, dz \, dx
\]
(6.6)

But \( n a_n \to \infty \) as \( n \to \infty \), so
\[
I_{n_1} \to 0 \quad \text{as} \quad n \to \infty.
\]
(6.7)

Consider \( I_{n_2} \), then
\[
I_{n_2} = \frac{2}{n^2 a_n^2} \sum_{j=2}^{n} (n - j + 1) \left[ \int \gamma(x) E K \left( \frac{x}{a_n} - \frac{X_j}{a_n} \right) K \left( \frac{x}{a_n} - \frac{X_j}{a_n} \right) \, dx \right]
\]
(6.8)
\[
- \int \gamma(x) E^2 K \left( \frac{x}{a_n} - \frac{X_j}{a_n} \right) \, dx + \frac{n - 1}{n a_n^2} \int \gamma(x) E K \left( \frac{x}{a_n} - \frac{X_j}{a_n} \right) \, dx
\]
\[
= J_{n_1} + J_{n_2}
\]
\[ J_{n_1} \leq \frac{2}{n a_n^2} \sum_{j=2}^{n} \left( \gamma(x) \left| EK\left(\frac{x - X}{a_n}\right) K\left(\frac{x - X_1}{a_n}\right) - EK\left(\frac{x - X}{a_n}\right) EK\left(\frac{x - X_1}{a_n}\right) \right| \right) dx \]
\[ \leq \frac{2}{n a_n^2} \sum_{j=2}^{n} \left( 2\gamma(x) EK^2\left(\frac{x - X_1}{a_n}\right) \alpha^2(j - 1) \right) dx \] (6.9)
\[ = \frac{4}{n a_n} \sum_{j=2}^{n} \alpha^2(j) \left[ \int_{a_n}^{x(j)} \gamma(x) f(x) K^2(z) dx dz \right] \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty \]

The second inequality by Lemma 2.1, the asymptotic equality by Lemma 3.2 in [1], and the limit converge to 0 because \( na_n \rightarrow \infty \) as \( n \rightarrow \infty \).

\[ J_{n_2} = \frac{n - 1}{n a_n^2} \int \gamma(x) E \left( \frac{x - X_1}{a_n} \right) dx \] (6.10)
\[ = \frac{n - 1}{n} \int \gamma(x) E \left( \frac{1}{a_n} K\left(\frac{x - X_1}{a_n}\right) \right)^2 dx \]

It follows from (6.10), Lemma 2.2, and LDCT, that

\[ J_{n_2} \leq \frac{n - 1}{n} \int \gamma(x) f^2(x) dx \rightarrow \int \gamma(x) f^2(x) dx \quad \text{as} \quad n \rightarrow \infty \] (6.11)

From (6.7), (6.8), (6.9), and (6.11), it follows that

\[ \lim_{n \rightarrow \infty} E_n(F) = 0(F). \]

Next we prove the weak consistency.

**Theorem 6.2.** Assume the conditions of Theorem 6.1 are satisfied, then at all points \( x \)

\[ \epsilon_n(F) \rightarrow^{p} \theta(F) \quad \text{as} \quad n \rightarrow \infty \] (6.12)
Proof. It is enough to show that

$$ E|\theta_n(F) - \theta(F)| \to 0 \quad \text{as} \quad n \to \infty $$

(6.13)

Now,

$$ E|\theta_n(F) - \theta(F)| \leq E|\theta_n(F) - E\theta_n(F)| + |E\theta_n(F) - \theta(F)| $$

(6.14)

$$ = I_{n_1} + I_{n_2} $$

From Theorem 6.1, we have

$$ I_{n_2} \to 0 \quad \text{as} \quad n \to \infty $$

(6.15)

Consider $I_{n_1}$, then

$$ I_{n_1} \leq E|\gamma(x)f_n^2(x)dx - \gamma(x)Ef_n^2(x)dx| $$

$$ \leq E|\gamma(x)f_n^2(x)dx - \gamma(x)Ef_n^2(x)dx| + \int \gamma(x)E^2f_n(x)dx $$

$$ - \int \gamma(x)f_n^2(x)dx | = J_{n_1} + J_{n_2} $$

$$ J_{n_2} \to 0 \quad \text{as} \quad n \to \infty $$

because $\int \gamma(x)E^2f_n(x)dx + \int \gamma(x)f_n^2(x)dx$ by Lemma 3.2 and LDCT.

Now,

$$ J_{n_1} \leq \int |\gamma(x)| |Ef_n^2(x) - E^2f_n(x)| dx $$

(6.17)
\[
\leq \int |\gamma(x)|E^2[f_n(x) + Ef_n(x)]^2 E^2[f_n(x) + Ef_n(x)]^2 dx
\]

Since \( \gamma(x)E^2[f_n(x) + Ef_n(x)]^2 \) converges to \( 2\sigma^2(x)\gamma(x) \) which is an integrable function, and \( E^2[f_n(x) - Ef_n(x)]^2 = \text{Var } f_n(x) \) converges to 0 by Lemma 2.3, then

\[
J_{n1} \to 0 \quad \text{as} \quad n \to \infty \quad (6.18)
\]

Combining (6.15), (6.16), we get (6.13). Using (6.13) and Markov's inequality, we get

\[
\theta_n(F) \xrightarrow{P} \theta(F) \quad \text{as} \quad n \to \infty
\]

**Theorem 6.3.** Assume that the conditions of Lemma 2.5 are satisfied. If \( \int |\gamma(x)|f(x)dx < \infty \) and \( |\gamma(x)f(x)| < \infty \), then

\[
\theta_n(F) \xrightarrow{W.P.1} \theta(F) \quad \text{as} \quad n \to \infty \quad (6.19)
\]

**Proof.**

\[
|\theta_n(F) - \theta(F)| \leq |\theta_n(F) - \int \gamma(x)Ef_n(x)dx| + |\gamma(x)E^2f_n(x) - \theta(F)|
\]

\[
= I_{n1} + I_{n2}
\]

By Lemma 2.2 in [1], we have

\[
I_{n2} \to 0 \quad \text{as} \quad n \to \infty \quad (6.20)
\]
Consider $I_{n_1}$, then

$$I_{n_1} = |\int \gamma(x)n_1^2(x)dx - \int \gamma(x)E^2 n_1(x)dx|$$

$$\leq \int |\gamma(x)||n_1(x) + Ef_n(x)||n_1(x) - Ef_n(x)|dx$$

$$\leq \text{Sup}_{-\infty < x < \infty} |n_1(x) - Ef_n(x)| \int |\gamma(x)||n_1(x) + Ef_n(x)|dx$$

But since $|\gamma(x)|(n_1(x) + Ef_n(x))$ converges with probability one $2|\gamma(x)f(x)|$, then by LDCT

$$\int |\gamma(x)|(n_1(x) + Ef_n(x))dx \xrightarrow{W.P.1} 2\int |\gamma(x)|f(x)dx$$

(6.22)

It follows from (6.22) and Lemma 2.3, we have

$$I_{n_1} \xrightarrow{W.P.1} 0 \quad \text{as } n \to \infty$$

(6.23)

Combining (6.20) and (6.23), we get (6.19).


