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Abstract
Ill-posed problems arise in many branches of science and engineering. In the typical situation one is interested in recovering a whole function, given a finite number of noisy measurements on functionals. In this paper we shall be considering Inversion of Laplace Transform which is a severely ill-posed problem. We shall convert the Laplace Transform to an integral equation of first kind of convolution type which is also an ill-posed problem and we shall be using two methods to solve the integral equation (i) Maximum Likelihood Regularization method and (ii) Cross-validation method. Both methods yield good results as shown in the tables. The methods are applied to various test examples available in the literature and the results are shown in the tables.
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1
1 Introduction

Inverse problems pertain to situations where one is interested in making inferences about a phenomenon from partial or incomplete information. Accordingly, statistical estimation is an inverse problem.

In modern science there is an increasingly important class of inverse problems which are not amenable to classical statistical estimation procedures and such problems are termed ill-posed. The notion of ill-posedness is usually attributed to Hadamard [12]; a modern treatment of the concept appeared in Tikhonov and Arsenin [26].

The Laplace transform inversion is a severely ill-posed problem in the terminology of improperly posed problems. Unfortunately, many problems of physical interest lead to Laplace transforms whose inverses are not readily expressed in terms of tabulated functions. Although there exist extensive tables of transforms and their inverses, it is highly desirable, therefore, to have methods for approximate numerical inversion. However, no single method gives optimum results for all purposes and all occasions.

For detailed bibliography, the reader should consult Piessens [19], Piessens and Branchers [20], and a review and comparison is given in Davies [6], Talbot [24], Istratov [13] and Shan [23].

The problem of the recovery of a real function $f(t)$ for $t \geq 0$, given its Laplace transform

$$
\int_{0}^{\infty} e^{-st} f(t) dt = g(s)
$$

for real values of $s$, is an ill-posed problem and is therefore affected by numerical instability.

The ill-posedness of Laplace transform inversion in the case where $f \in L^2(R_+)$ and $g(s)$ is known for all real and positive values of $s$, can be investigated by means of Mellin transform [17], by means of maximum entropy method [18].

The above mentioned methods do not include regularization techniques. Regularization methods have been discussed by Brianzi [4], Essah and delves [9], Ang[1], Gelfat [11], Varah [27], Wahba [28], Eggermont [8], Bertero [2] and Pinkus [21]. In particular,
the theory is used to tackle the Laplace transform inversion in a well-conditioned (regularized) manner. This difficult numerical problem which is frequently encountered by physicists and engineers is still the subject of much attention in the literature.

Finally, we include some specific numerical examples to illustrate and demonstrate clearly the need to consider the information content in order to avoid obtaining meaningless results. In (1.1) given \( g(s) \) for \( s \geq 0 \), we wish to find \( f(t) \) for \( t \geq 0 \) and \( f(t) = 0 \) for \( t < 0 \); so that (1.1) holds. Frequently \( g(s) \) is measured at certain points. We assume \( g(s) \) is given analytically with known \( f(t) \), so that we can measure the error in the numerical solution.

2 Fredholm Equation of Convolution Type

The convolution integral equations are widely used in physics, especially in spectroscopy and the reader is referred to two special monographs by Blass et al. [3], and Jansen [14].

We shall convert the Laplace transform into the first kind integral equation of convolution type with the following substitution in equation (1.1)

\[
    s = a^z \text{ and } t = a^{-\nu} \text{ where } a > 1
\]

\[ (2.1) \]

Then

\[
g(a^z) = \int_{-\infty}^{\infty} \log a \ e^{-a^{z-\nu}} f(a^{-\nu}) \ dy
\]

\[ (2.2) \]

multiplying both sides of (2.2) by \( a^z \), we obtain the convolution equation.

\[
\int_{-\infty}^{\infty} K(x - y)F(y)dy = G(x), \quad -\infty \leq x \leq \infty
\]

\[ (2.3) \]

where

\[
\begin{align*}
    G(x) &= a^z g(a^z) = sg(s) \\
    K(x) &= (\log a)a^z e^{-a^z} = (\log a)se^{-s} \\
    F(y) &= f(a^{-\nu}) = f(t)
\end{align*}
\]

\[ (2.4) \]

Equation (2.3) occurs widely in the applied sciences. \( K \) and \( G \) are known Kernel and data functions respectively, and \( F \) is to be determined. We shall assume that \( F, G \) and
$K$ lie in suitable function spaces such as $L_2(R)$, so that their Fourier transforms ($FT_s$) exist. ($\wedge$ denotes FTs and $\vee$ denotes inverse FTs).

3 Description of the Method

We assume that the support of each function $F, G$ and $K$ is essentially finite and contained within the interval $[0, T]$, where $T$ is the period and equal to $Nh$, where $N$ is the number of data points and $h$ is the spacing.

Let $T_N$ be the space of Trigonometric polynomials of degree at most $N$ with period $T$. We shall look for filtered solution of (2.3) within the space $T_N$ for the following reasons:

(a) The discretization error in the Convolution may be made precisely zero at grid points.

(b) Fast Fourier Transform (FFT) routines are easily employed in the solution procedure.

(c) The adoption of $T_N$ as the approximating function space is itself a regularizing feature.

Let $G$ and $K$ be given at $N$ equally spaced points $x_n = nh, n = 0, 1, 2, \ldots, N - 1$ with spacing $h = T/N$. Then $G$ and $K$ are interpolated by $G_N$ and $K_N \in T_N$ where

$$G_N(x) = \frac{1}{N} \sum_{q=0}^{N-1} \hat{G}_{N,q} \exp \left( i \omega_q x \right) \quad (3.1)$$

$$\hat{G}_{N,q} = \sum_{n=0}^{N-1} G_n \exp \left( -i \omega_q x_n \right) \quad (3.2)$$

where

$$G(x_n) = G_N(x_n) = G_n, \quad \omega_q = \frac{2\pi q}{T} \quad (3.3)$$

Similar expressions as (3.1) and (3.2) can be obtained for $K_N$. 
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Consider (2.3) the Fredholm integral equation of the first kind of convolution type

\[
(KF)(x) = \int_{-\infty}^{\infty} K(x - y)F(y)dy = G(x) \quad \text{with} \quad -\infty \leq x \leq \infty
\]

(3.4)

where \( G \) and \( K \) are known functions in \( L_2(R) \) and \( F \in H^p(R) \) is to be found. Then from the convolution theorem we have

\[
\hat{K}(\omega)\hat{F}(\omega) = \hat{G}(\omega)
\]

(3.5)

whence

\[
F(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{\hat{G}(\omega)}{\hat{K}(\omega)} \exp(i\omega y) \, d\omega
\]

(3.6)

The ill-posedness of (3.4) is reflected by the fact that any small perturbation \( E \) in \( G \) whose transform \( \hat{E}(\omega) \) does not decay faster than \( \hat{K}(\omega) \) as \( |\omega| \to \infty \) will result in a perturbation in \( \frac{\hat{G}(\omega)}{\hat{K}(\omega)} \) which will grow without bound.

When \( G \) is in exact, therefore, we may seek a stable or filtered approximation to \( F \) given by

\[
F_\lambda(y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} z(\omega; \lambda) \frac{\hat{G}(\omega)}{\hat{K}(\omega)} \exp(i\omega y) \, d\omega
\]

(3.7)

where \( z(\omega; \lambda) \) is a filter function dependent on a parameter \( \lambda \).

In this paper we restrict attention to filters generated from regularization theory. The smoothing functional

\[
C(f; \lambda) = ||KF - G||_2^2 + \lambda \Omega(F)
\]

(3.8)

is minimized in an appropriate subspace of \( L_2 \), where \( \Omega(F) \) is a stabilizing functional in the form of a smoothing norm.

\[
\Omega(F) = ||LF||^2
\]

(3.9)

and \( L \) is a linear operator. The regularization parameter \( \lambda \) controls the trade-off between smoothness, as imposed by \( \Omega \) and the extent to which (3.4) is satisfied. We restrict attention to regularization of order \( p(p = 2 \) in our case), where \( L \) in (3.9) is the \( p \)th order differential operator \( LF = F^{(p)} \) and the norm in (3.9) is \( L_2 \).

The minimizer of (3.8) in \( H^p \) is then given by
where
\[
Z(\omega; \lambda) = \frac{|\hat{K}(\omega)|^2}{|\hat{K}(\omega)|^2 + \lambda \omega^{2p}}
\] (3.10)

If (3.4) is now replaced by
\[
(K_N F_N)(x) = \int_0^T K_N(x - y) F_N(y) dy = G_N(x)
\] (3.11)

where \(K_N\) is periodically continued outside \((0, T)\). Then we may prove (a) above.

**Lemma 3.1:** Let \(F \in T_N\) and
\[
F = (F(x_0), \ldots, F(x_{N-1}))^T \in \mathbb{R}^N \text{ then } N \times N \text{ matrix } K = \psi \text{ diag } (\hat{K}_{\omega,q}) \psi^H
\] (3.12)

where \(\psi\) is the unitary matrix with elements
\[
\psi_{rs} = \frac{1}{\sqrt{N}} \exp \left( \frac{2\pi}{N} irs \right), \quad r, s = 0, 1, \ldots, N - 1
\] (3.13)

has the property
\[
(KF)_n = (K_N F)(x_n)
\] (3.14)

Thus from the infinite support hypothesis and (3.3), it follows that at \(\{x_n\}\), (2.3) is exactly equivalent to the discrete system
\[
(KF)_n = G_n
\] (3.15)

where \(K\) is given in (3.12) and
\[
F = (F_N(x_0), F_N(x_1), \ldots, F_N(x_{N-1}))^T.
\]

In \(T_N\) it is easily shown that \(F_\lambda\) in (3.7) is approximated by
\[
F_{N,\lambda}(x) = \sum_{q=0}^{N-1} Z_{q,\lambda} \frac{\hat{G}_{N,q}}{K_{N,q}} \exp (i \omega_q x)
\] (3.16)

where the discrete \(p\)th order filter is
\[
Z_{q,\lambda} = \frac{|\hat{K}_{N,q}|^2}{|\hat{K}_{N,q}|^2 + N^2 \lambda \tilde{\omega}_q^{2p}}
\] (3.17)

and
\[
\tilde{\omega}_q = \begin{cases} 
\omega_q, & 0 \leq q < \frac{1}{2} N \\
\omega_{N-q}, & \frac{1}{2} N \leq q < N - 1 
\end{cases}
\] (3.18)
To show (b) above, we note that $\sqrt{N}\psi^H$ is the discrete FT matrix representing (3.2), and so (3.15) is equivalent to the diagonal system

$$\hat{K}_{N,q}\hat{F}_{N,q} - \hat{G}_{N,q}$$

(3.19)

After regularizing (3.19), we get

$$\hat{K}_{N,q}\hat{F}_{N,q,\lambda} = Z_{q,\lambda}\hat{G}_{N,q}$$

(3.20)

so that $F_{N,q,\lambda}(x)$ may be found by multiplying the FFT of $\{G_N\}$ by the filter function, dividing by the FFT of $\{K_N\}$ and then taking the inverse FFT (fast fourier transform).

4 The Filter in a Stochastic Setting

In this section we relate the $p$th order convolution filter (3.17) to certain spectral densities which play a role in the maximum likelihood (ML) optimization of $\lambda$ (the regularization parameter) in the next section.

Assume that the data $\{G_n\}$ are noisy and that there is an underlying function $U_N \in T_N$ such that

$$G_n = U_n(x_n) + \Delta_n$$

(4.1)

In the limit as $N \to \infty, h \to 0$ for any discrete process $Y_n$, we may write (see [8])

$$Y_n = \int_0^T \exp(2\pi i \omega n) dS_z(\omega)$$

(4.2)

where $S_z(\omega)$ is a stochastic process defined on $[0,T]$.

Lemma 4.1: The variance of any integral $\int \theta(\omega) dS_z(\omega)$ is given by $\int |\theta(\omega)|^2$ where $dG_z(\omega) = E(|dS_z(\omega)|^2)$. Let $G_z(\omega)$ may be interpolated as a spectral distribution function and accordingly we shall write $dG_z(\omega) = P_z(\omega)d\omega$ where $P_z(\omega)$ is a spectral density. Now consider $F_N \in T_N$ with $F = (F_N) \equiv F_N((x_n)$ defined by $(KF)_n = U_{n}, n = 0, 1, \ldots, N - 1$ with $K$ given by (3.12).

From (4.2) we have

$$F_n = \int_{m=0}^{N-1} \left\{ (K^{-1})_{mn} \int_0^T \exp(wi\omega_n)d_{n}(\omega) \right\}$$

(4.3)
\[
= \int_0^T [K_N(\omega)]^{-1} \exp(2\pi i \omega n)ds_\omega(\omega)
\]

where

\[
\hat{K}_N(\omega) = \frac{1}{N} \sum_{n=0}^{N-1} K_n \exp(-2\pi i \omega n)
\]  \hspace{1cm} (4.4)

Assume that \( F_n \) is estimated by \( \sum_{m=0}^{N-1} l_m G_{n-m} \), where \( \{l_m\} \) is a filter which we shall relate to \( Z_{q;\lambda} \) and \( \{G_n\} \) is periodically continued for \( n \notin [0, N) \).

Then the error

\[
F_n - \sum_{m=0}^{N-1} l_m G_{n-m}
\]  \hspace{1cm} (4.5)

is given by

\[
\int_0^T \exp(2\pi i \omega n) \left( \hat{K}_N(\omega) \right)^{-1} \hat{i}_N(\omega)ds_\omega(\omega) - \int_0^T \exp(2\pi i \omega n)\hat{i}_N(\omega)ds_\Delta(\omega)
\]  \hspace{1cm} (4.6)

where \( \hat{i}_N(\omega) \) is defined as in (4.4).

From Lemma 4.1 the variance of this error is clearly

\[
\int_0^T \left[ \left( \hat{K}_N(\omega) \right)^{-1} - \hat{i}_N(\omega) \right]^2 P_\omega(\omega)d\omega
\]

\[
+ \int_0^T \left| \hat{i}_N(\omega) \right|^2 P_\Delta(\omega)d\omega
\]  \hspace{1cm} (4.7)

which is minimized when

\[
\hat{i}_N(\omega)\hat{K}_N(\omega) = \frac{P_\omega(\omega)}{P_\omega(\omega) + P_\Delta(\omega)}
\]  \hspace{1cm} (4.8)

since the Fourier coefficients of the filtered solution must satisfy

\[
\hat{F}_{N,q}; \lambda = \hat{i}_{N,\lambda} \hat{G}_{N,q} = Z_{q;\lambda} \hat{G}_{N,q} \left[ \hat{K}_{N,q} \right]^{-1},
\]

we find from (4.8)

\[
Z_{q;\lambda} = \hat{i}_{N,q} \hat{K}_{N,q} = \frac{P_\omega(qh)}{P_\omega(qh) + P_\Delta(qh)}
\]  \hspace{1cm} (4.9)

where \( \hat{i}_{N,q} = \hat{i}_N(qh) \) and \( \hat{K}_{N,q} = \hat{K}_N(qh) \).
5 Determination of $\lambda$, the Regularization Parameter by Maximum Likelihood (ML) Method

We now simply relate the filter (4.9) to the $p$th order filter (3.17). Assuming that errors are uncorrelated, $P_\Delta(\omega)$ has the form

$$P_\Delta(\omega) = \sigma^2 = \text{constant},$$  

(5.1)

where $\sigma^2$ is the unknown variance of the noise in the data.

Choosing

$$P_U(\omega) = \frac{\sigma^2 |\hat{K}_N(\omega)|^2}{\lambda \tilde{\omega}^{2p}}$$  

(5.2)

where

$$\tilde{\omega} = \left\{ \begin{array}{ll} 2\pi N \omega, & 0 \leq \omega < \frac{1}{2}T \\ 2\pi N(T - \omega), & \frac{1}{2}T \leq \omega < T \end{array} \right.$$  

Then yields (3.17) from (4.9). Moreover, the spectral density for $\{G_n\}$ is then

$$P_G(\omega) = P_U(\omega) + P_\Delta(\omega) = \sigma^2 \left[ 1 + \frac{|\hat{K}_N(\omega)|^2}{\lambda \tilde{\omega}^{2p}} \right]$$

whence

$$P_G(\omega) = \sigma^2 (1 - Z_{q;\lambda})^{-1}$$  

(5.3)

The statistical likelihood of any suggested values of $\sigma^2$ and $\lambda$ may now be estimated from the data.

Following Whittle [29], the Logarithm of the likelihood function of $P_G$ is given approximately by

$$\text{constant} - \frac{1}{2} \sum_{q=0}^{N-1} \left[ \log P_G(qh) + I(qh) \right]/P_G(qh)$$  

(5.4)

(using the definition of joint distribution of the random variables)

where

$$I(\omega) = \left| \sum_{n=0}^{N-1} G_n \exp(-2\pi i \omega n) \right|^2$$

is the periodogram of the data with $I(qh) = \left| \hat{G}_{N,q} \right|^2$. 
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We now maximize (5.4) with respect to $\sigma^2$ and $\lambda$.

The partial maximum with respect to $\sigma^2$ may be found exactly (in terms of $\lambda$) with the maximizing value of $\sigma^2$ given by

$$\sigma^2 = \frac{1}{N} \sum_{q=1}^{N-1} \left| \hat{G}_{N,q} \right|^2 (1 - Z_{q,\lambda})$$  \hspace{1cm} (5.5)

The maximum w.r.t $\lambda$ may then be found by minimizing

$$V_{ML}(\lambda) = \frac{1}{2} N \log \left[ \sum_{q=0}^{N-1} \left| \hat{G}_{N,q} \right|^2 (1 - Z_{q,\lambda}) \right] - \frac{1}{2} \sum_{q=1}^{N-1} \log (1 - Z_{q,\lambda}).$$  \hspace{1cm} (5.6)

Thus the optimal regularization parameter is given by the minimizer of a simple function of $\lambda$, depending on the known Fourier coefficients $\hat{G}_{N,q}$ and $\hat{K}_{N,q}$. No prior knowledge of $\sigma^2$ is assumed but an a posteriori estimate is given by (5.5). (5.6) can be minimized with respect to $\lambda$ and in order to minimize $V_{ML}(\lambda)$ in equation (5.6), we have used a subroutine which uses quadratic interpolation technique to obtain a minimum.

6 Cross Validation Method (CV).

From (3.16) we know that the filtered solution

$$F_{N,\lambda}(x) \in T_N$$

which minimizes

$$\sum_{n=0}^{N-1} \left[ ((K_N * F)(x_n) - G_n)^2 + \lambda |F^{(p)}(x)|_2^2 \right]$$

is $F_{N,\lambda}(x) = \frac{1}{N} \sum_{q=0}^{N-1} \hat{F}_{N,\lambda,q} \exp ((2\pi i qx))$, where $\hat{F}_{N,\lambda,q} = Z_{q,\lambda} \frac{\hat{G}_{N,q}}{\hat{K}_{N,q}}$ with $Z_{q,\lambda}$ as given in equation (3.17).

Suppose we ignore the $j$th data point $G_j$; and define the filtered solution $F_{N,\lambda}^{[j]}(x) \in T_N$ as the minimizer of

$$\sum_{n \neq j}^{N-1} \left[ ((K_N * F)(x_n) - G_n)^2 + \lambda |F^{(p)}(x)|_2^2 \right]$$
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Then we get a vector $G^{[j]}_{N,\lambda} \in \mathbb{R}$ defined by

$$G^{[j]}_{N,\lambda} = K F^{[j]}_{N,\lambda}$$  \hspace{1cm} (6.1)

Clearly the $j$th element $G^{[j]}_{N,\lambda,j}$ of equation (6.1) should "predict" the missing value $G_j$. We may thus construct the weighted mean square prediction error all $j$:

$$V_{\text{av}}(\lambda) = \frac{1}{N} \sum_{j=0}^{N-1} w_j(\lambda) \left( G^{[j]}_{N,\lambda,j} - G_j \right)^2$$  \hspace{1cm} (6.2)

Thus the optimal $\lambda$ minimizes $V_{\text{av}}(\lambda)$ in (6.2) for a given $p$ and does not require a knowledge of $\sigma^2$.

To minimize $V_{\text{av}}(\lambda)$ in (6.2) is a time consuming problem, we have an alternate expression which depends on a particular choice of weights, resulting in considerable simplification. Let

$$F_{-N,\lambda} = (F_{N,\lambda}(x_0), F_{N,\lambda}(x_1), \ldots, F_{N,\lambda}(x_{n-1}))^T$$  \hspace{1cm} (6.3)

and define

$$G_{-N,\lambda} = K F_{N,\lambda}$$  \hspace{1cm} (6.4)

Then there exist a matrix $A(\lambda)$, called an influence matrix, such that

$$G_{N,\lambda} = A(\lambda) G_N.$$  \hspace{1cm} (6.5)

Let

$$\hat{K} = \text{diag}(hK_{N,q}) \text{ and}$$

$$\hat{Z} = \text{diag}(Z_{q,\lambda}).$$

Then from (3.16 we see that

$$F_{N,\lambda} = \psi(\hat{K})^{-1} \hat{Z} \hat{G}_N$$  \hspace{1cm} (6.6)

where

$$\hat{G}_N = \psi^H G_N$$  \hspace{1cm} (6.7)

and so

$$A(\lambda) = \psi \hat{Z} \psi^H$$  \hspace{1cm} (6.8)
since

\[ K = \psi \tilde{K} \psi^H \]  \hspace{1cm} (6.9)

Wahba [28] has shown that the choice of weights

\[ w_j(\lambda) = \frac{1 - a_{ij}(\lambda)}{\frac{1}{N}\text{Trace}(I - A(\lambda))}, j = 0, 1, \ldots, N - 1 \]  \hspace{1cm} (6.10)

enables the expression (6.2) to be written in the simpler form

\[ V_{cv}(\lambda) = \frac{\frac{1}{N}|| (I - A(\lambda)) \hat{G}_N ||_2^2}{\frac{1}{N}\text{Trace}(I - A(\lambda))^2} \]  \hspace{1cm} (6.11)

Using (6.8) it follows that

\[ V_{cv}(\lambda) = \frac{\frac{1}{N}|| (1 - \hat{Z}) \hat{G}_N ||_2^2}{\frac{1}{N}\text{Trace}(1 - \hat{Z})} \]

i.e.

\[ V_{cv}(\lambda) = \frac{\frac{1}{N} \sum_{q=0}^{N-1} (1 - z_q \lambda)^2 |\hat{G}_{N,q}|^2}{\left( \frac{1}{N} \left( \sum_{q=0}^{N-1} (1 - z_q \lambda) \right) \right)^2} \]  \hspace{1cm} (6.12)

Since the matrix \( A(\lambda) \) in (6.8) is circulant, the weights in (6.10) are all unity.

In order to minimize \( V_{cv}(\lambda) \) in equation (6.12) we have used quadratic interpolation technique to obtain a minimum value of \( \lambda \), (the regularization parameter).

7 Numerical Examples

In this section we tabulate the results of maximum likelihood and cross validation methods, applied to the test examples taken from the literature. Only optimal results have been quoted in Tables 1 and 2. In each of the test examples we have considered 64 data points in order to calculate the discrete Fourier coefficients of \( G \) and \( K \). We have used double precision arithmetic to obtain the better accuracy.

Example 1: This example is taken from ([25], case 5, page 79).

\[ g(s) = \frac{1}{s - a} \]
\[ f(t) = f(t) = e^{-at}, a = 1.0 \]
The optimal results are shown in Table 1 and Table 2.

**Example 2:** This example has been taken from ([5] and [25], case 4, page 79).

\[
g(s) = \frac{u \sin v}{s^2 + 2us \cos v + u^2}, \quad u = (a^2 + b^2)^{-\frac{1}{2}}, \quad V = \tan^{-1}(b/a) \]

\[
f(t) = e^{-at} \sin(bt), \quad a = 5.0, \quad b = 2.2.
\]

The optimal results are shown in Table 1 and Table 2.

**Example 3:** This example has been taken from ([1], [4] and [17]).

\[
g(s) = \frac{\Gamma(a)}{(s + b)^{a+1}}
\]

\[
f(t) = t^a e^{-bt} \text{ for } a = 1.0, \quad b = 1.0
\]

The optimal results are shown in Table 1 and Table 2.

**Example 4:** This example has been taken from ([22] and [27]).

\[
g(s) = \frac{6}{(s + 1)^4}
\]

\[
f(t) = t^3 e^{-t}
\]

The optimal results are shown in Table 1 and Table 2.

### Table I

**Results of Maximum Likelihood Method**

| Example | $a$ | $T$   | $h$    | $\lambda$ | $V_{ML}(\lambda)$ | $||f - f_\lambda||_\infty$ |
|---------|-----|-------|--------|------------|-------------------|----------------------------|
| 1       | 10.0| 12.50 | 0.19532| $0.97 \times 10^{-8}$ | $0.777 \times 10^3$ | 0.005                      |
| 2       | 05.0| 09.00 | 0.14064| $0.11 \times 10^{-10}$ | $0.839 \times 10^3$ | 0.012                      |
| 3       | 10.0| 12.50 | 0.18908| $0.21 \times 10^{-10}$ | $0.141 \times 10^2$ | 0.002                      |
| 4       | 10.0| 14.50 | 0.22656| $0.13 \times 10^{-12}$ | $0.1892 \times 10^1$ | 0.003                      |
Table 2
Results of Cross Validation Method

| Example | $a$ | $T$ | $h$  | $\lambda$  | $V_{cv}(\lambda)$ | $||f - \hat{f}_x||_\infty$ |
|---------|----|----|------|-----------|------------------|-----------------|
| 1       | 10.0 | 12.50 | 0.19532 | $0.67 \times 10^{-9}$ | $0.631 \times 10^2$ | 0.0035 |
| 2       | 05.0 | 09.00 | 0.14064 | $0.02 \times 10^{-11}$ | $0.541 \times 10^2$ | 0.009 |
| 3       | 10.0 | 12.10 | 0.18908 | $0.32 \times 10^{-11}$ | $0.242 \times 10^3$ | 0.001 |
| 4       | 10.0 | 14.50 | 0.22656 | $0.432 \times 10^{-12}$ | $0.342 \times 10^4$ | 0.003 |

8 Concluding Remarks

Both maximum likelihood and cross validation, methods worked very well over all the four test examples which are severely ill-posed and the results are shown in Table 1 and Table 2 respectively. For the comparison purposes cross validation method has slight edge over the maximum likelihood method and it yields slightly better results and is little less time consuming.
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