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Abstract The probability density function of the bivariate $t$-distribution can be represented by a scale mixture representation of the bivariate normal distribution with an 'inverted' chisquare distribution. The product moments of the bivariate $t$-distribution are derived by exploiting the scale mixture. Some standardized moments of the bivariate $t$-distribution are also derived.
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1. Introduction

The bivariate $t$-distribution arises as a derived sampling distribution from the bivariate normal distribution and the chisquare distribution (Anderson, 2003, 289). In this paper we emphasize a scale mixture representation to calculate some product moments and standardized moments of the bivariate $t$-distribution.

Because of the increase in the use of the multivariate $t$-distribution in business, especially, in stock returns, the paper will stimulate research in business, econometrics and statistics. Interested readers may go through Lange, Little and Taylor (1989), Billah and Saleh (2000), Kibria and Saleh (2000) and Kotz and Nadarajah (2004).

(i) The Univariate $T$-Distribution

Theorem 1.1 Let $Z \sim N(0, \tau^2)$ and $\nu T^2 d W \sim \chi^2_{\nu}$ where the symbol $d$ means that both sides of it have the same distribution. Then

(a) $(\nu / W)^{1/2} Z - \tau, \tau < 0,$

(b) $h_\tau(\tau) = \frac{2(\nu/2)^{\nu/2}}{\Gamma(\nu/2)} \tau^{-(\nu/2) - 1} e^{-\nu/2\tau^2}, \tau > 0,$

(c) the pdf of the univariate $t$-distribution with $\nu$ degrees of freedom has the following representation:

$$f_1(z) = \int_0^\infty \frac{1}{\tau \sqrt{2\pi}} \exp\left( -\frac{z^2}{2\tau^2} \right) h_\tau(\tau) d\tau.$$  \hspace{1cm} (1.2)

Proof. The proof of the first two parts are well known while the third part follows by transformation $\nu / \tau^2 = w$ with Jacobian $J(\tau \rightarrow w) = w^{-3/2} \sqrt{\nu}/2.$
The representation in (1.2) can be expressed by \( Z \mid T = \tau \sim N(0, \tau^2) \). Thus \( E(Z) = E[E(Z \mid T)] = E(0) = 0 \) and \( Cov(Z) = E[Var(Z \mid T)] + Var[E(Z \mid T)] \)
\[
= E(T^2) + Var(0)
= \gamma_2
\]
where \( \gamma_2 = \nu/(\nu + 2) \), \( \nu > 2 \). In what follows, for any nonnegative integer \( a \), we assume \( k_{(a)} = k(k+1)\cdots(k+a-1) \), \( k_{(0)} = 1 \); \( k_{(a)} = k(k-1)\cdots(k-a+1) \), \( k_{(0)} = 1 \).

**Corollary 1.1** The \( a \)-th moment of \( T \) is given by
\[
\gamma_a = E(T^a) = \frac{(\nu/2)^{a/2} \Gamma(\nu/2 - a/2)}{\Gamma(\nu/2)}, \quad \nu > a.
\]

Clearly \( \gamma_2 = \nu/(\nu - 2) \), \( \nu > 2 \) and
\[
\gamma_{2a} = E(T^{2a}) = \frac{(\nu/2)^a}{(\nu/2 - 1)^a}, \quad \nu > 2a,
= E(T^{-2a}) = (\nu/2)^{-a}(\nu/2)_{(a)}^a, \quad \nu > 2.
\]

**(ii) A Location Scale Bivariate T-Distribution**

Let \( X' = (X_1, X_2) \) be the bivariate \( t \)-random vector with probability density function
\[
f_2(x) = (2\pi)^{-1} |\Sigma|^{-1/2} (1 + (x - \theta)'(\nu\Sigma)^{-1}(x - \theta))^{-\nu/2-1} \quad (1.3)
\]
where \( \theta' = (\theta_1, \theta_2) \) is an unknown vector of location parameters and \( \Sigma \) is the \( 2 \times 2 \) unknown positive definite matrix of scale parameters while the scalar \( \nu \) is assumed to be a known positive constant (Anderson, 2003, 289). The distribution will be denoted by \( T_2(\theta, \Sigma; \nu) \) in contrast to the bivariate normal distribution denoted by \( N_2(\theta, \Sigma) \). The pdf of the bivariate \( t \)-distribution in (1.3) can be written as a mixture of the bivariate normal distribution and an inverted chisquare distribution as follows:
\[
f_3(x) = (2\pi)^{-1} \int_0^\infty \tau^2 \Sigma^{-1/2} \exp \left( -\frac{1}{2} (x - \theta)'(\nu\tau^2\Sigma)^{-1}(x - \theta) \right) h_1(\tau) d\tau \quad (1.4)
\]
which can be represented by
\[
i.e. \quad (X \mid T = \tau) \sim N_2(\theta, \nu^2\Sigma).
\]

The pdf in (1.4) can be written as
\[
f_4(x_1, x_2) = \int_0^\infty (1 - \rho^2)^{-1/2} \exp \left[ -\frac{1}{2\tau^2(1 - \rho^2)} \left( \frac{x_1 - \theta_1}{\sigma_1} \right)^2 + \frac{x_2 - \theta_2}{\sigma_2} \right] - 2\rho(x_1 - \theta_1)(x_2 - \theta_2) \sigma_1 \sigma_2 ] h_1(\tau) d\tau. \quad (1.6)
\]
which can further be written as
\[
f_5(x_1, x_2) = \frac{1 - \rho^2}{2\pi\sigma_1\sigma_2} \left( 1 + q(x_1, x_2) \right)^{-\nu(2\nu + 1)/2}, \quad (1.7)
\]
where

\[(1 - \rho^2)q(x_1, x_2) = \left(\frac{x_1 - \theta_1}{\sigma_1}\right)^2 + \left(\frac{x_2 - \theta_2}{\sigma_2}\right)^2 - \frac{2\rho(x_1 - \theta_1)(x_2 - \theta_2)}{\sigma_1\sigma_2}.\]  \hspace{1cm} (1.8)

The above is the explicit form of the pdf of the bivariate \(t\)-distribution (cf. Anderson, 2003, 123). As \(\nu \to \infty\), the pdf of the bivariate \(t\)-distribution converges to the bivariate normal distribution with pdf

\[f_\sigma(x_1, x_2) = \frac{(1 - \rho^2)^{-1/2}}{2\pi\sigma_1\sigma_2} \exp\left(-\frac{q(x_1, x_2)}{2}\right),\]  \hspace{1cm} (1.9)

where \(q(x_1, x_2)\) is defined by (1.8). The following is a special case of the bivariate \(t\)-distribution with pdf (1.7):

\[f_\nu(y_1, y_2) = \frac{(1 - \rho^2)^{-1/2}}{2\pi} \left(1 + \frac{y_1^2 + y_2^2 - 2\rho y_1 y_2}{(1 - \rho^2)\nu}\right)^{-\nu/2}.\]  \hspace{1cm} (1.10)

### 2. The Moments of the Bivariate \(T\)-Distribution

In the rest of the paper we mostly concentrate on the location scale representation of the bivariate \(t\)-distribution with equivalent probability density functions between (1.4) to (1.7). It follows from (1.5) that the expected value and the covariance matrix of the distribution are given by

\[E(X) = E[E(X | T)] = E(\theta) = \theta\] and

\[Cov(X) = E[Cov(X | T)] + Cov[E(X | T)] = E\left(T^2\Sigma\right) + Cov(\theta) = \gamma^2\Sigma ,\]

where

\[\Sigma = \begin{pmatrix} \mu(2, 0) & \mu(1, 1) \\ \mu(1, 1) & \mu(0, 2) \end{pmatrix} = \begin{pmatrix} \sigma^2_1 & \rho\sigma_1\sigma_2 \\ \rho\sigma_2\sigma_1 & \sigma^2_2 \end{pmatrix} .\]

The raw product moments of \(X_1\) and \(X_2\) of order \(a\) and \(b\) are defined

\[\mu'(a, b; m) = E(X_1^aX_2^b)\] while the centered product moments of \(X_1\) and \(X_2\) are defined by

\[\mu(a, b; m) = E[(X_1 - \theta_1)^a(X_2 - \theta_2)^b],\]  \hspace{1cm} (2.1)

where \(\theta_1 = E(X_1), \theta_2 = E(X_2)\).

For the bivariate normal distribution it is advisable to calculate the centered product moments instead of the raw product moments \(\mu'(a, b) = E(X_1^aX_2^b)\). Clearly, \(\mu(1, 0) = \mu(0, 1) = 0\). It is well known from the univariate normal distribution that

\[\mu(2a + 1, 0) = 0 \text{ and } \mu(2a, 0) = \sigma^2_1(2a - 1)\mu(2a - 2, 0) = \sigma^2_1(3)(5)\cdots(2a - 1)\sigma^{2a}_1 .\]
3. Centered Product Moments of the Bivariate T-Distribution

The following theorem is due to Kendal and Stuart (1969, 91).

**Theorem 3.1** The centered product moments \( \mu(a, b) = E[(X_1 - \theta)^a (X_2 - \theta_2)^b] \) of the bivariate normal distribution with pdf (1.9) are given by

\[
\mu(a, b) = \sigma_1^a \sigma_2^b \lambda(a, b)
\]

where

\[
\lambda(a, b) = (a + b - 1) \rho \lambda(a - 1, b - 1) + (a - 1) (b - 1) (1 - \rho^2) \lambda(a - 2, b - 2),
\]

\[
\lambda(2a, 2b) = \frac{(2a)! (2b)!}{2^{a+b}} \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j)!
\]

\[
\lambda(2a + 1, 2b + 1) = \frac{(2a + 1)! (2b + 1)!}{2^{a+b}} \rho \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j + 1)!
\]

\[
\lambda(2a, 2b + 1) = \lambda(2a + 1, 2b) = 0.
\]

The above can be rewritten as

\[
\mu(a, b) = (a + b - 1) \rho \sigma_1 \sigma_2 \mu(a - 1, b - 1) + (a - 1) (b - 1) (1 - \rho^2) \sigma_1^2 \sigma_2^2 \mu(a - 2, b - 2),
\]

\[
\mu(2a, 2b) = \sigma_1^{2a} \sigma_2^{2b} \frac{(2a)! (2b)!}{2^{a+b}} \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j)!
\]

\[
\mu(2a + 1, 2b + 1) = \sigma_1^{2a+1} \sigma_2^{2b+1} \frac{(2a + 1)! (2b + 1)!}{2^{a+b}} \rho \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j + 1)!
\]

\[
\mu(2a, 2b + 1) = \mu(2a + 1, 2b) = 0.
\]

**Theorem 3.2** The centered product moments of the bivariate \( t \)-distribution with pdf in (1.7) are given by

\[
\mu(a, b; \nu) = (a + b - 1) \rho \sigma_1 \sigma_2 \mu(a - 1, b - 1) \gamma_4 + (a - 1) (b - 1) (1 - \rho^2) \sigma_1^2 \sigma_2^2 \mu(a - 2, b - 2) \gamma_4,
\]

\[
\mu(2a, 2b; \nu) = \sigma_1^{2a} \sigma_2^{2b} \frac{(2a)! (2b)!}{2^{a+b}} \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j)!
\]

\[
\gamma_{2a+2b},
\]

\[
\mu(2a + 1, 2b + 1; \nu) = \sigma_1^{2a+1} \sigma_2^{2b+1} \frac{(2a + 1)! (2b + 1)!}{2^{a+b}} \rho \sum_{j=0}^{\min(a,b)} (2 \rho)^j (a - j)! (b - j)! (2j + 1)!
\]

\[
\gamma_{2a+2b+2},
\]

\[
\mu(2a, 2b + 1; \nu) = \mu(2a + 1, 2b; \nu) = 0
\]

where \( \gamma_a \) is the \( a \)-th moment of \( T \).

**Proof.** By the scale mixture representation in (1.5), we have

\[
\mu(a, b; m) = E[E[(X_1 - \theta)^a (X_2 - \theta_2)^b | T]]
\]

\[
= E[(a + b - 1) \rho (\sigma_1 T, \sigma_2 T) \mu(a - 1, b - 1)
\]

\[
+ (a - 1) (b - 1) (1 - \rho^2) \nu^2 (\sigma_1^2 T^2, \sigma_2^2 T^2) \mu(a - 2, b - 2)]
\]

\[
= (a + b - 1) \rho \sigma_1 \sigma_2 \mu(a - 1, b - 1) E(T^4)
\]

\[
+ (a - 1) (b - 1) (1 - \rho^2) \sigma_1^2 \sigma_2^2 \mu(a - 2, b - 2) E(T^4).
\]
Similarly we have
\[
\mu(2a, 2b; \nu) = \sigma_1^{2a} \sigma_2^{2b} \frac{(2a)!}{2^{a+b}} \frac{(2b)!}{2^{a+b}} \left( \sum_{j=0}^{\min(a,b)} \frac{(2\rho)^{2j}}{(a-j)!(b-j)!(2j)!} E(T^{2a+2b}) \right)
\]
\[
\mu(2a + 1, 2b + 1; \nu) = \sigma_1^{2a+1} \sigma_2^{2b+1} \frac{(2a+1)!}{2^{a+b}} \frac{(2b+1)!}{2^{a+b}} \rho \left( \sum_{j=0}^{\min(a,b)} \frac{(2\rho)^{2j}}{(a-j)!(b-j)!(2j+1)!} E(T^{2a+2b+2}) \right)
\]
\[
\mu(2a, 2b + 1; \nu) = \mu(2a, 2b + 1)E(T^{2a+2b+1}) = 0,
\]
\[
\mu(2a + 1, 2b; \nu) = \mu(2a + 1, 2b)E(T^{2a+2b+1}) = 0.
\]

Some special cases are given below:
\[
\mu(a, 1; \nu) = (a-1)\rho \sigma_1 \sigma_2 \mu(a-1, 1) \gamma_2
\]
\[
\mu(1, b; \nu) = (b-1)\rho \sigma_1 \sigma_2 \mu(0, b-1) \gamma_2
\]
\[
\mu(a, 2; \nu) = (a+1)\rho \sigma_1 \sigma_2 \mu(a-1, 1) \gamma_2 + (a-1)(1-\rho^2) \sigma_1^2 \sigma_2^2 \mu(a-2, 0) \gamma_4
\]
\[
\mu(2, b; \nu) = (b+1)\rho \sigma_1 \sigma_2 \mu(1, b-1) \gamma_2 + (b-1)(1-\rho^2) \sigma_1^2 \sigma_2^2 \mu(0, b-2) \gamma_4
\]
\[
\mu(a, 3; \nu) = (a+2)\rho \sigma_1 \sigma_2 \mu(a-1, 2) \gamma_2 + 2(a-1)(1-\rho^2) \sigma_1^2 \sigma_2^2 \mu(a-2, 1) \gamma_4
\]
\[
\mu(2a, 0; \nu) = \frac{(2a)!}{2^a} \sigma_1^{2a} \gamma_{2a}
\]
\[
\mu(0, 2b; \nu) = \frac{(2b)!}{2^b} \sigma_1^{2b} \gamma_{2b}
\]
\[
\mu(2a, 2; \nu) = \sigma_1^{2a} \sigma_2^2 \frac{(2a)!}{2^{a+b}} \left( 1 + 2\rho \right) \gamma_{2a+2b}
\]
\[
\mu(2a + 1, 1; \nu) = \sigma_1^{2a+1} \sigma_2 \frac{(2a+1)!}{2^{a+b}} \rho \gamma_{2a+2}
\]
\[
\mu(1, 2b + 1; \nu) = \sigma_1 \sigma_2^{2b+1} \frac{(2b+1)!}{2^b} \rho \gamma_{2b+2}
\]
\[
\mu(2a + 1, 3; \nu) = \sigma_1^{2a+1} \sigma_2^3 \frac{(2a+1)!}{2^a(a-1)!} \rho \left[ 3(a-1)! + 2\rho a! \right] \gamma_{2a+4}, \quad a \geq 1.
\]
\[
\mu(2a + 1, 5; \nu) = \sigma_1^{2a+1} \sigma_2^5 \frac{(2a+1)!}{2^{a+2}} \rho \left[ \frac{1}{a!(2)} + \frac{4\rho^2}{(a-1)!(6)} + \frac{16\rho^4}{120(a-2)!} \right] \gamma_{2a+6}, \quad a \geq 2.
\]

Some special moments needed for calculating standardized moments (See Section 4) are given below:
\[
\mu(1, 0; \nu) = 0,
\]
\[
\mu(1, 1; \nu) = \sigma_2 \rho \gamma_2,
\]
\[
\mu(1, 2; \nu) = 0,
\]
\[
\mu(1, 3; \nu) = 3\sigma_2 \sigma_3 \rho \gamma_4,
\]
\[
\mu(1, 4; \nu) = 0,
\]
\[
\mu(1, 5; \nu) = 15\sigma_2 \sigma_5 \rho \gamma_6,
\]
\[
\mu(2, 0; \nu) = \sigma_1^2 \gamma_2,
\]
\[
\mu(2, 1; \nu) = 0,
\]
\[\mu(2, 2; \nu) = \sigma_1^2 \sigma_2^2 (1 + 2 \rho^2) \gamma_4,\]
\[\mu(2, 3; \nu) = 0,\]
\[\mu(2, 4; \nu) = 3 \sigma_1^2 \sigma_2^2 (1 + 4 \rho^2) \gamma_6,\]
\[\mu(3, 0; \nu) = \mu(0, 3; \nu) = 0,\]
\[\mu(3, 1; \nu) = 3\sigma_1^3 \sigma_2 \rho \gamma_4,\]
\[\mu(3, 2; \nu) = 0,\]
\[\mu(3, 3; \nu) = 3\sigma_1^3 \sigma_2^3 \rho (3 + 2 \rho^2) \gamma_6,\]
\[\mu(4, 0; \nu) = 3\sigma_1^4 \gamma_4,\]
\[\mu(4, 1; \nu) = 0,\]
\[\mu(4, 2; \nu) = 3\sigma_1^4 \sigma_2^2 (1 + 4 \rho^2) \gamma_6,\]
\[\mu(5, 0; \nu) = 0,\]
\[\mu(5, 1; \nu) = 15\sigma_1^5 \sigma_2 \rho \gamma_6,\]
\[\mu(6, 0; \nu) = 90\sigma_1^6 \gamma_6.\]

By putting \(\sigma_1 = \sigma_2 = 1\), we will have the moments \(E(Y_1 Y_2)\) for the correlated bivariate \(t\)-distribution with pdf in (1.10).

**Corollary 3.1** The product moment correlation between \(X_1\) and \(X_2\) is given by \(\rho_{X_1X_2} = \rho\).

**Proof.** By definition
\[\rho_{X_1X_2} = \frac{E(X_1X_2) - E(X_1)E(X_2)}{\sqrt{E(X_1^2) - E(X_1)^2} \times \sqrt{E(X_2^2) - E(X_2)^2}}.\]

The corollary then follows by virtue of
\[E(X_1^2 - \theta_1^2) = \mu(2, 0; \nu) = \sigma_1^2 \gamma_2, \quad \nu > 2,\]
\[E(X_2^2 - \theta_2^2) = \mu(0, 2; \nu) = \sigma_2^2 \gamma_2, \quad \nu > 2,\]
\[E(X_1 - \theta_1)(X_2 - \theta_2) = \mu(1, 1; \nu) = \sigma_1 \sigma_2 \rho \gamma_2, \quad \nu > 2.\]

Note that if \(\rho = 0\) in the pdf in (1.7), the components \(X_1\) and \(X_2\) do not become independent unless \(\nu \to \infty\).

**Corollary 3.2** The product moments of the standard bivariate \(t\)-distribution (i.e., \(\theta_1 = \theta_2 = 0, \sigma_1 = \sigma_2 = 1, \rho = 0\)) are given by
\[\mu(a, b; \nu) = (a-1)(b-1)\mu(a-2, b-2)\gamma_4, \quad \nu > 4,\]
\[\mu(2a, 2b; \nu) = \sigma_1^{2a} \sigma_2^{2b} \frac{(2a)!(2b)!}{2^{a+b} a! b!} \gamma_{2a+2b}, \quad \nu > 2a + 2b,\]
\[\mu(2a + 1, 2b + 1; \nu) = 0,\]
\[\mu(2a, 2b + 1; \nu) = \mu(2a + 1, 2b; \nu) = 0,\]
where \(\gamma_a\) is the \(a\)-th moment of \(T\).
Corollary 3.3 The product moments of the correlated bivariate $t$-distribution $(\theta_1 = \theta_2 = 0, \sigma_1 = \sigma_2 = 1, -1 < \rho < 1)$ with pdf in (1.10) are given by

$$
\mu(a, b; \nu) = (a + b - 1) \rho \mu(a - 1, b - 1) \gamma_2 + (a - 1)(b - 1)(1 - \rho^2) \mu(a - 2, b - 2) \gamma_4, \ \nu > 4
$$

$$
\mu(2a, 2b; \nu) = \frac{(2a)!(2b)!}{2^{a+b}} \sum_{j=0}^{\min(a,b)} \frac{(2\rho)^{2j}}{(a-j)!(b-j)!(2j)!} \gamma_{2a+2b}, \ m > 2a + 2b
$$

$$
\mu(2a + 1, 2b + 1; \nu) = \frac{(2a + 1)!(2b + 1)!}{2^{a+b}} \rho \sum_{j=0}^{\min(a,b)} \frac{(2\rho)^{2j}}{(a-j)!(b-j)!(2j + 1)!} \gamma_{2a+2b+2}, \ \nu > 2a + 2b + 2
$$

$$
\mu(2a, 2b + 1; \nu) = \mu(2a + 1, 2b; \nu) = 0
$$

where $\gamma_a$ is the $a$-th moment of $T$.

4. The Standardized Moments of the Bivariate $T$-Distribution

Let $\mu(a, b) = E[(X_1 - \theta_1)^a(X_2 - \theta_2)^b]$ and $\mu(a, b; \nu) = E[(X_1 - \theta_1)^a(X_2 - \theta_2)^b]$ be the centered product moments of the bivariate normal distribution with pdf in (1.9) and the bivariate $t$-distribution with pdf in (1.7) respectively. Since the covariance matrix for the bivariate $t$-distribution is given by

$$
\Sigma = \begin{pmatrix}
(2, 0 ; 0, 2) & (0, 2) \\
(0, 2) & (2, 0)
\end{pmatrix}
$$

the quantity

$$
(X - \theta)\Sigma^{-1}(X - \theta) = \|\Sigma^{-1/2}(X - \theta)\|^2 = ZZ = R^2
$$

is not the standardized distance. The standardized distance for the bivariate $t$-distribution is defined by

$$
Q = (X - \theta)'(\gamma_2 \Sigma)^{-1}(X - \theta)
$$

(4.1)

Let $\beta_a = E(Q^a), \ (a = 1, 2, \cdots)$ be the a-th standardized moment of $Q$ (Joarder, 2006). Some properties of standardized moments are discussed below.

Theorem 4.1 Let $Q = (X - \theta)'(\gamma_2 \Sigma)^{-1}(X - \theta)$ be the standardized distance. Then

$$
E(Q^a) = (\nu - 2)^a \frac{\Gamma(a + 1)\Gamma(\nu/2 - a)}{\Gamma(\nu/2)}, \ \nu > 2a.
$$

Proof. The quantity $Q$ can be written as $Q = (X - \theta)'(\gamma_2 \Sigma)^{-1}(X - \theta) = \gamma_2^{-1}ZZ = \gamma_2^{-1}R^2$ where $\Sigma^{-1/2}(X - \theta) = Z$. Then from (1.3), the pdf of $Z$ is

$$
f_z(z) = \frac{1}{2\pi} \left(1 + \frac{z^2}{\nu}\right)^{-\nu/2-1}.
$$

(4.2)

By making the polar transformation

$$
z_1 = r \cos \theta, z_2 = r \sin \theta, \ r \in (0, \infty), \ \theta \in (0, 2\pi)
$$

in (4.2) with Jacobian $r$, it follows that the probability density functions of $R$ and $\Theta$ are given by

$$
g_1(r) = r(1 + r^2 / \nu)^{-(\nu/2+1)}, \ r \in (0, \infty)
$$

and

$$
g_2(\theta) = (2\pi)^{-1}, \ \theta \in (0, 2\pi)
$$
respectively. Then it can be checked easily that $R^2/2 \sim F(2, \nu)$, and consequently
$W = \gamma_2 Q / 2 \sim F(2, \nu)$, $\nu > 2$ (cf. Muirhead, 1982, 37).

**Corollary 4.1** The first three standardized moments of the bivariate $t$-distribution are given by

$$E(Q) = 2,$$

$$E(Q^2) = 8 \frac{\nu-2}{\nu-4}, \quad \nu > 4,$$

$$E(Q^3) = \frac{48(\nu-2)^2}{(\nu-4)(\nu-6)}, \quad \nu > 6.$$

**Proof.** The $a$-th moment of $Q$ is given by

$$E(Q^a) = 2^a \gamma_2^{-a} E(W^a)$$

$$= 2^a \gamma_2^{-a} (\nu / 2)^a \frac{\Gamma(a+1)\Gamma(\nu / 2 - a)}{\Gamma(\nu / 2)}$$

$$= (\nu - 2)^a \frac{\Gamma(a+1)\Gamma(\nu / 2 - a)}{\Gamma(\nu / 2)}, \quad \nu > 2a.$$

Notice that as $\nu \to \infty$, the standardized moments of the bivariate $t$-distribution, as expected, coincide with that of the bivariate normal distribution.

Following Johnson, Kotz and Kemp (1993) we write moment ratios of the distribution of $T$ by

$$\alpha_k(T) = \mu_k (\mu_2)^{-k/2}, \quad k = 1, 2, \cdots \quad (4.3)$$

Note that $\alpha_4(T)$ is an index of kurtosis while $\alpha_3(T)$ is an index of skewness for the univariate random variable $T$. In the following theorem we calculate the standardized moments of the bivariate $t$-distribution from Theorem 2.1 of Joarder (2006) by the use of the centered product moments of Section 3 of the present paper.

**Theorem 4.2** The first three standardized moments of the bivariate $t$-distribution are given by

$$\beta_1 = 2, \quad \beta_2 = 8 \frac{\gamma_4}{\gamma_2^2}, \quad \beta_3 = 48 \frac{\gamma_6}{\gamma_2^2},$$

where the moment ratio $\alpha_k(T)$ is defined in (4.3).

**Proof.** Since the correlation coefficient between $X_1$ and $X_2$ is $\rho$ (See Corollary 3.1), by the use of moments from Theorem 3.2 of the present paper in Theorem 2.1 of Joarder (2006), we have

$$(i) \quad (\sigma_1^2 \gamma_2)(\sigma_2^2 \gamma_2)(1 - \rho^2)E(Q)$$

$$= 2[(\sigma_1^2 \gamma_2)(\sigma_2^2 \gamma_2) - 2 \rho (\sigma_1 \sqrt{\gamma_2})(\sigma_2 \sqrt{\gamma_2})(\sigma_1 \gamma_2 \rho)]$$

$$= 2\sigma_1^2 \sigma_2^2 \gamma_2^2 (1 - \rho^2).$$
(ii) \[\left[\left(\sigma_1^2 \gamma_2\right)\left(\sigma_2^2 \gamma_2\right)\left(1 - \rho^2\right)\right]^2 E\left(Q^2\right)\]

\[= 3\left(\sigma_1^4 \gamma_4\right)\left(\sigma_2^4 \gamma_4\right)^2 + 4\rho^2\left(\sigma_1^2 \gamma_2\right)\left(\sigma_2^2 \gamma_2\right)\left[\sigma_1^2 \sigma_2^2 \left(1 + 2 \rho^2\right) \gamma_4\right] + 3\left(\sigma_1^2 \gamma_4\right)\left(\sigma_1^2 \gamma_4\right)^2 - 4\rho\left(\sigma_1^2 \gamma_2\right)^{1/2} \left(\sigma_2^2 \gamma_2\right)^{1/2} \left(3\sigma_1^2 \sigma_2 \rho \gamma_4\right) + 2\left(\sigma_1^2 \gamma_4\right)\left(\sigma_2^2 \gamma_2\right)\left[\sigma_1^2 \sigma_2^2 \left(1 + 2 \rho^2\right) \gamma_4\right] - 4\rho\left(\sigma_1^2 \gamma_2\right)^{1/2} \left(\sigma_2^2 \gamma_2\right)^{1/2} \left(3\sigma_1 \sigma_2^3 \rho \gamma_4\right),\]

so that

\[(1 - \rho^2)^2 E\left(Q^4\right) \gamma_4^2 = \left(3 + 4\rho^2 \left(1 + 2 \rho^2\right) + 3 - 4\rho (3\rho) + 2\left(1 + 2 \rho^2\right) - 4\rho (3\rho)\right) \gamma_4^2 \gamma_4\]

\[= \left(6 + (4\rho^2 + 2)(1 + 2 \rho^2) - 24\rho^2\right) \gamma_4^2 \gamma_4\]

\[= \left(8(1 - \rho^2)^2\right) \gamma_4^2 \gamma_4,\]

(iii) \[\left[\left(\sigma_1^2 \gamma_2\right)\left(\sigma_2^2 \gamma_2\right)\left(1 - \rho^2\right)\right]^3 E\left(Q^3\right)\]

\[= \left(90\sigma_1^6 \gamma_6\right)\left(\sigma_2^6 \gamma_6\right)^3 - 8\rho^3 \left(\sigma_1^2 \gamma_2\right)^{3/2} \left(\sigma_2^2 \gamma_2\right)^{3/2} \left[3\sigma_1^2 \sigma_2^2 \rho (3 + 2 \rho^2) \gamma_6\right] + \left(\sigma_1^2 \gamma_4\right)^3 \left(90\sigma_1^6 \gamma_6\right) - 6\rho\left(\sigma_1^2 \gamma_2\right)^{1/2} \left(\sigma_2^2 \gamma_2\right)^{1/2} \left[15\sigma_1^2 \sigma_2 \rho \gamma_6\right] + 12\rho^2 \left(\sigma_1^2 \gamma_2\right)^2 \left(\sigma_2^2 \gamma_2\right)^2 \left[3\sigma_1^4 \sigma_2^2 \left(1 + 4 \rho^2\right) \gamma_6\right] + 3\left(\sigma_1^2 \gamma_4\right)^2 \left(\sigma_2^2 \gamma_2\right)^2 \left[3\sigma_1^2 \sigma_2^2 \left(1 + 4 \rho^2\right) \gamma_6\right] + 3\left(\sigma_1^2 \gamma_4\right)^2 \left(\sigma_2^2 \gamma_2\right)^2 \left[3\sigma_1^2 \sigma_2^2 \left(1 + 4 \rho^2\right) \gamma_6\right] - 6\rho\left(\sigma_1^2 \gamma_4\right)^{3/2} \left(\sigma_2^2 \gamma_2\right)^{3/2} \left[15\sigma_1^2 \sigma_2^2 \rho \gamma_6\right] - 12\rho\left(\sigma_1^2 \gamma_4\right)^{3/2} \left(\sigma_2^2 \gamma_2\right)^{3/2} \left[3\sigma_1^2 \sigma_2^2 \rho (3 + 2 \rho^2) \gamma_6\right],\]

so that

\[(1 - \rho^2)^3 \gamma_6^2 E\left(Q^3\right)\]

\[= \left(90 - 8\rho^2 \left[3\rho (3 + 2 \rho^2)\right] + (90) - 6\rho [15\rho] + 12\rho^2 [3(1 + 4 \rho^2)]\right) \gamma_6^2 \gamma_6\]

\[= \left(48(1 - \rho^2)^3\right) \gamma_6^2 \gamma_6.\]

Hence, the second and the third standardized moments of the bivariate t-distribution are given by

\[\beta_2 = 8 \frac{\gamma_2}{\gamma_4} = 8\alpha_4(T), \quad \beta_3 = 48 \frac{\gamma_6}{\gamma_2} = 48\alpha_6(T),\]

which can be simplified by Corollary 1.1 as the following:

\[\beta_2 = 8 \frac{\nu - 2}{\nu - 4}, \quad \nu > 4; \quad \beta_3 = 48 \frac{(\nu - 2)^2}{(\nu - 4)(\nu - 6)}, \quad \nu > 6.\]

Note that the coefficient of kurtosis \(\beta_2\) of the bivariate t-distribution is 8 times that of the inverted chisquare distribution with pdf in (1.1).

**Corollary 4.1** Let \(T\) be an inverted chisquare variable with pdf in (1.1), and \(\mu_4(T) = E\left(T - E(T)\right)^4\). Then, as \(\nu \to \infty\), we have

(i) \(\mu_4(T) \to \left(\mu_2(T)\right)^2\),
Proof. As $\nu \to \infty$, the bivariate $t$-distribution converges to the bivariate normal distribution in which case it is known that $\beta_2 \to 8, \beta_3 \to 48$ (Joarder, 2006). It is obvious from Theorem 4.2 that this happens if (i) and (ii) are true.

5. Shannon Entropy

The Shannon Entropy for any bivariate density function $f(x_1, x_2)$ is defined by

$$H(f) = -E \left( \ln f(X_1, X_2) \right).$$

It follows from (1.9) that

$$\ln f_\nu(x_1, x_2) = \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) - \frac{q(x_1, x_2)}{2(1-\rho^2)}$$

so that

$$E \left( \ln f_\nu(X_1, X_2) \right) = -\ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) - \frac{E[q(X_1, X_2)]}{2(1-\rho^2)}$$

$$= -\ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) - 1.$$ 

Hence, the Shannon Entropy for the bivariate normal distribution with pdf in (1.9) is given by

$$H(f_\nu) = \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) + 1. \quad (5.1)$$

Theorem 5.1 Let the bivariate $t$-distribution have the pdf in (1.7). Then the Shannon entropy for the bivariate $t$-distribution has the following equivalent representations:

(i) $H(f_\nu) = \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) + E \left( \ln T^2 \right) + 1$

(ii) $H(f_\nu) = \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) + \frac{\nu + 2}{2} E \left[ \ln (1 + q(X_1, X_2)/\nu) \right],$

(iii) $H(f_\nu) = \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) + \ln \left[ \frac{\sqrt{\pi} \Gamma(\nu/2 + 1)}{\Gamma((\nu + 1)/2)} \right] + \frac{\nu + 2}{2} \left[ \Psi(\nu/2 + 1) - \Psi(\nu/2) \right],$

where $\nu T^2 \sim \chi^2$ and $\Psi(t) = d \ln \Gamma(t)/dt$ denotes the digamma function. (Nadarajah and Kotz, 2005).

Proof. By virtue of (1.5), it follows from (5.1) that

$$H(f_\nu) = E \left[ \ln \left( 2\pi (\sigma_1 T)(\sigma_2 T)\sqrt{1-\rho^2} \right) \right] + 1$$

$$= \ln \left( 2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2} \right) + E \left( \ln T^2 \right) + 1,$$

which is part (ii) of the theorem. It follows from (1.7) that

(ii) $\mu_6(T) \to \left( \mu_2(T) \right)^3.$
\[ E[\ln f_s(X_1, X_2)] = -\ln \left(2\pi\sigma_1\sigma_2\sqrt{1-\rho^2}\right) - \frac{\nu+2}{2} E \left[\ln(1+q(X_1, X_2)/\nu)\right], \]

which yields (ii) in the theorem. Note that \( E(\ln T^2) = \ln \nu - E(\ln W), \) \( W \sim \chi^2_\nu. \) For part (iii), see Nadarajah and Kotz (2005).
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